Conclusions of the 2nd TeraPaths Interoperability Workshop, BNL, May 9, 2007

1. TeraPaths / Dynamic Circuit Interoperability Issues

Internet2, ESnet (SDN), and others, are building a “dynamic circuit infrastructure”, to provide the capability to dynamically create point-to-point circuits between devices connected to this infrastructure.  The infrastructures from different organizations interconnect, so users with a circuit connection to one provider (e.g. SDN) can create a circuit to a user connected to another provider (e.g. Internet2 or GEANT).

Currently, TeraPaths-controlled end-sites can utilize TeraPaths capabilities only when the interconnecting WANs provide IP services and allow the creation of MPLS tunnels between source and destination IPs. This is the case with ESnet and the OSCARS service.

The expansion of the TeraPaths experimental testbed to the US Tier 2 sites includes end-sites such as Boston University (BU) and University of Texas at Arlington (UTA) that are not connected to ESnet (see figure 1), however, access to these sites can be achieved through dynamic layer 2 connections to Internet 2. Expanding TeraPaths to interoperate with a dynamic circuit infrastructure, in addition to utilizing MPLS tunnels, entails the following issues:

1. For each end site, there should still be a single point of contact for requesting WAN service, regardless of the service being L2 or L3.

2. Because there is no IP service at the WAN side, the end site’s border router has to assume the role of selecting the appropriate path for a privileged flow. 

3. The end site’s border router may be connected to the dynamic circuit infrastructure on a separate port or on the same port with the regular connection.

4. Connection to the actual WAN, L2 or L3, may be through a local provider. In such a case, additional arrangements are necessary for honoring privileged flows. 

5. Privileged traffic must enter the WAN at the same level it exits it, i.e. entering or exiting at Lx requires correspondingly exiting or entering also at Lx (x is 2 or 3). No mix-and-match is (currently) possible.

6. Regular traffic should not be able to use privileged paths.

7. When there is no congestion, regular traffic should not be affected by the existence of privileged paths of any type.

8. The reliability of a site’s border router should not be jeopardized in any way.

9. The expectation is that the connection to the dynamic circuit infrastructure will be done with tagged VLANS, and that it will be possible to create multiple circuits, each carried on a separate VLAN. An important implication is that until network devices reliably support VLAN id mapping, the same VLAN id must be used in the network devices along the entire path for each circuit. 

2. Discussion and Proposed Approach

ESnet’s OSCARS service is currently being modified such that one will be able to request a circuit as well as an MPLS path (this addresses issue #1). The TeraPaths Domain Controller (TDC) will use OSCARS as before to request a QoS path between sites, but now that path will be a circuit between the border routers at each site. In addition to requesting the circuit, the TDC will also need to configure the border routers of the end sites to use the newly established circuit. 

For the WAN part, ESnet and Internet 2 are capable of interoperating and the end result will be a tagged VLAN with id X such as 3550 ( X ( 3599. This range can be expanded in the future, although one should keep in mind that the number of available VLAN ids, due to current equipment limitations, is approximately 500. Once the circuit, requested through OSCARS, becomes active, the end site border routers will be connected with a path appearing as a single hop. The border routers will need to forward specific traffic to this path (VLAN corresponding to the active dynamic circuit).

The matter of forwarding only selected traffic to the privileged VLAN can be addressed through the use of BGP in the border routers. This, however, would not prevent regular traffic from getting into the privileged path. Although privileged traffic won’t be affected by regular BE traffic, if congestion/high utilization occurs in this VLAN, the BE traffic will choke. Thus, there is a case where BE traffic having the same destination with privileged traffic can be adversely affected by the presence of the privileged path. BE traffic would do better following the regular route to the destination instead of inadvertently getting forwarded along with the privileged traffic.

An alternative approach to using BGP is to do Policy Based Routing (PBR) in the border routers. PBR will forward only traffic fulfilling certain criteria, e.g. source and destination, to be forwarded to the appropriate connection. However, PBR has two main disadvantages: it can impose significant load to the border router under certain circumstances, especially with current Cisco equipment, and also requires additional configuration beyond simple admission control. Both these factors may seriously compromise the reliability of the border router.

The most feasible approach is to use PBR but not at the border router. Similarly to the “pass-thru” technique that TeraPaths uses for L3 connections (the first TeraPaths-controlled router in the incoming direction plays the role of the site’s border router-becomes a virtual border router- while all network devices beyond this router that are inaccessible to TeraPaths are statically configured to honor DSCP bits), for L2 connections all VLANs within the reserved id range will be trunked through the interfaces of the devices on the segment connecting the WAN VLAN to the “virtual border” router (see figure 2). This TeraPaths-controlled virtual border router, which may or may not be a host router, will do PBR to forward data flows to appropriate VLANs (and policing if also a host router). 

The BNL, ESnet, and Internet 2 teams will modify the TeraPaths and OSCARS software respectively to accommodate interoperability at L2 in addition to L3. Among the USATLAS tier 2 sites; the best candidate for testing end-to-end going through L2 is Boston University. The teams will coordinate and make the necessary contacts to enable testing as soon as possible, even if initially such tests have to be setup manually.
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Figure 1: TeraPaths installation candidates for 2007: 

USATLAS Tier 2 sites and their WAN connections.
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Figure 2: L2 VLAN “pass-thru” and PBR at virtual border

