TeraPaths: End-to-End QoS-enabled Networking in Support of LHC Physics for US ATLAS
Dear ………….,

USATLAS Northeast Tier 2 Manager 

USATLAS Midwest Tier 2 Manager

USATLAS Southwest Tier 2 Manager

USATLAS Great Lakes Tier 2 Manager

One of the critical issues facing US ATLAS is the ability to effectively and efficiently utilize the computing infrastructure to support its physics research goals. Historically, much effort has gone into developing, deploying, and managing the compute and storage resources that support the data analysis and simulation efforts necessary to undertake High-Energy physics research. The new paradigm of grid computing has added a new, important component to the needed infrastructure: the network. 

It is ubiquitous, high performance networks that have motivated the development of the grid.  Just as the WWW was developed to share information across emerging global networks, the grid has arisen to share computing resources via global networks.  Now, the networks that interconnect these resources have become the virtual bus for our virtual grid computer. The networks are responsible for connecting storage (memory) with processors to analyze or simulate data. Given this new role and its central importance to the LHC computing model, it is critical that we understand how to best integrate, manage, and allocate network resources to support the varying priorities and demands that a grid-computing environment places on our networks. Failure to provide this management and allocation capabilities will, at best, lead to large system inefficiencies and, at worst, could result in the grid system grinding to a halt because of its inability to manage conflicting requirements for information flow. 

The TeraPaths project at Brookhaven National Laboratory (BNL), is a networking research and software development project conceived to augment the network with end-to-end Quality of Service (QoS) capabilities which are critical in supporting the demanding resource management and allocation model of LHC computing. The TeraPaths software system automates the establishment of network paths with QoS guarantees between end sites by configuring their corresponding LANs and requesting MPLS paths through WANs on behalf of end users. Currently, the software runs on a 2-site testbed involving BNL and University of Michigan subnets connected through ESnet and UltraLight.

 We would like to invite you to participate in the expansion phase of the TeraPaths testbed. In particular, we would like to invite you to work with the BNL TeraPaths project team to deploy, test, and support the TeraPaths software system at your site and thus gain the capability to prioritize and protect data transfers of your choice between your site and any other participating site. It will be your site’s choice which subnets and hosts will participate in the testbed, as well as what amount of bandwidth will be assigned to the TeraPaths system (this bandwidth will only be utilized when a priority transfer takes place). Appendix A contains a list of tasks and deliverables necessary for the successful inclusion of your site in the TeraPaths testbed. 

We envisage a two-year effort (3/2007-3/2009). In support of this effort, $30K per year will be made available to your site. The funds may be used for providing a fraction of the salary (and corresponding benefits) for the person responsible for TeraPaths, supporting travel to BNL and to relevant network meetings (e.g., Internet2 HENP meetings), providing needed equipment upgrades, etc.

We are very enthusiastic about the overall goals and direction of this work. We think it is very important that such an effort succeed, both for BNL and for US ATLAS. We are sincerely hoping you will accept to participate in the TeraPaths project, and allow the TeraPaths software to facilitate the data transfers and replications between Tier 1 and Tier 2 sites as specified in the ATLAS MOU. We look forward to working with you in addressing the LHC intensive data requirements using TeraPaths networking tools.

Sincerely yours,

Michael Ernst (Director of US ATLAS/RHIC Computing Facility)

Dantong Yu and Dimitrios Katramatos  (TeraPaths project team)

Shawn McKee (US ATLAS Network Manager)

Appendix A

Tasks and deliverables necessary for successfully participating in the TeraPaths testbed:

1. Identification of a project contact person, responsible to coordinate the TeraPaths software deployment and report progress. 

2. Identification of appropriate network equipment (with QoS capabilities) and personnel that will do the equipment installation (if such equipment/personnel is not already available).

3. In cooperation with site’s contact persons, development of hardware drivers for TeraPaths depending on targeted equipment (implementation will be done by the TeraPaths team). 

4. Identification of at least one person per installation site that will be responsible for the installation, configuration, and maintenance of the software.

5. Initial deployment of the TeraPaths software system on the campus network subnets connecting the USLHC Tier 2 Computing facility to the campus border router. The involved network equipment will be configured by a campus network engineer to enable DiffServ-based QoS. The configuration will define an initial set of the site’s protected channels (capacity/priority of service classes) and will enable the TeraPaths software to authorize/deauthorize data flows to use these protected channels. The initial deployment will serve the purpose of testing the operation and communication of the software.

6. Collection of network characteristics for each site, after consultation with BNL.

7. TeraPaths workshop at BNL (date to be determined) with the following topics:

· Tutorial on TeraPaths configuration, operations, current and future capabilities.

· Overall system layout, including current and future sites.

· Identification of WAN devices to be statically configured as TeraPaths-aware (allow QoS markings)

· Individual site configurations.

8. Re-configuration/re-deployment of site’s TeraPaths installation based on knowledge gained during the workshop in item 7 above.

9. Timely software patch/update/upgrade application according to BNL releases, maintenance of software in operational status.

More information about the TeraPaths project and details about the software (current version 0.4.1 beta) can be found at http://www.racf.bnl.gov/terapaths.

