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1 Summary
The ATLAS project involves thousands of scientists from over one hundred and fifty institutions around the world working together accessing large data stores, cluster computers as well as the detector system at CERN. The geographically distributed collaborators and resources require reliable and predictable high-speed network connectivity. The best-effort services offered by IP networks today have proven to be inadequate to support the required complex mix of traffic including high volume data transfers. Unfortunately, the alternative of deploying new, dedicated, high-speed optical networks is cost-prohibitive.  

TeraPaths, OSCARS, BRUW [2], and other NSF/DOE MICS/SciDAC funded projects, have deployed and prototyped the use of MPLS and differentiated networking services to support bandwidth provisioning for intra-domain network quality of services. BNL’s TeraPaths is an end-site LAN QoS provisioning system using differentiated services and advance reservations. Modular and flexible, TeraPaths can be configured for use at a site corresponding to any tier level, even one with minimal QoS capabilities. ESnet’s OSCARS and Internet 2’s BRUW provide virtual circuits over ESnet and Internet 2 respectively, through MPLS. The two projects have joint code development and also use advance reservations. However, providing end-to-end network bandwidth guarantees, as needed by USATLAS distributed computing facilities, requires inter-domain network provisioning. 

Inter-domain cooperation is the next natural step in the TeraPaths project [4,7,8] evolution. TeraPaths becomes an end-to-end network service by managing the last-mile QoS for end-site LANs, through cooperation of corresponding end-site TeraPaths agents, and also by negotiating compatible service guarantees over the WAN(s) between the pair of end-sites. Users need only go through the TeraPaths agent of a single site to reserve an end-to-end path for a data transfer. In this proposal, we extend the deployment of TeraPaths into three of the USATLAS Tier 2 sites (University of Texas at Arlington, Boston University, and University of Chicago), and team with ESnet and Internet 2 to allow maximum integration between TeraPaths, OSCARS, and BRUW.  Our project goal is to enable end-to-end guaranteed-bandwidth connectivity for LHC physicists in the shared heterogeneous network environments already in place, i.e. from machine rooms to campus networks, to regional networks, and to national WAN backbones, while preventing the high volume LHC data traffic from disrupting other network activities. 

2 ATLAS Data Transfer Requirements: 

LHC Service Challenges and Computing System Commissioning which started in April involves data transfers among the CERN Tier 0, BNL Tier 1 and the Tier 2 centers, and between the Tier 2 centers themselves.  The planned service challenge data transfer between BNL and each T2 university will be highly bursty with rates as high as 80~100 MBytes/sec.  For example, the US ATLAS Midwest Tier 2 Center, a federation involving the University of Chicago (UC) and Indiana University (IU) that will provide computing services to ATLAS physicists for the next several years, will require capabilities to manage large-scale transfers of Analysis Object Data (AOD) between BNL and both UC and IU sites with bursts averaging to 2-3 TB/day, filling a managed 500 TB RAID cache.  Datasets will come and go depending on specific analysis needs of the working groups, which will result in 500 TB of storage being “recycled” several times during a year. A subscription system is used to automatically “download” AOD datasets when they become available at BNL or CERN. Reliability, schedule, and data integrity are key in the time-sensitive analysis environment of physics working groups. This will require use of the machine room, campus, regional (I-WIRE and iLight) and research networks (Abilene and ESnet) which must be used in a shared context with other research communities.

USATLAS Tier 2 sites are responsible for detector simulation. The combination of Tier 2 sites and unused Tier 1 computing resource will be used to simulate seven million events each week in the first quarter of 2006.  The simulation will ramp up to 10 Million events per week. The produced results will be transferred back to Tier 1 in bursts of large datasets with an average speed of 2 TB data every day.  These two activities, if left unmanaged, will significantly impact all participating Tier 2 campus network non-LHC traffic, especially time or jitter sensitive applications, such as remote video presentation, visualization, and instrumentation.  

3 US Networking Infrastructure

3.1 ESnet 

ESnet is the US Department of Energy networking infrastructure connecting Tier 1 data centers and peering with CERN Tier 0 through the intercontinental network LHC Optical Private Network. (LHCOPN).  The national ESnet ring consists of the northern ESnet backbone (between NYC and Sunnyvale) with multiple 10 Gbps connectivity and the southern backbone (between DC and Sunnyvale) with OC48 circuits. In addition, there are six core hub sites and two sub-hub sites. There are core routers, peering routers, and performance monitoring systems at all six major hubs. There are ESnet owned and managed routers at all primary sites. To address the demand for high-bandwidth circuits for huge data transfers by the Large Hadron Collider (LHC), ESnet is planning to establish a science data network that is logically separate from the production IP core network.  In addition, transport over the science data network will be on virtual circuits (specifically MPLS LSPs) as opposed to hop-by-hop IP routing on the production IP core network.  All data traffic with USATLAS T1 center at BNL, including both uploading/downloading data from T0 and redistributing and receiving data from lower Tiers, will exclusively use ESnet provisioned connectivity.
ESnet is developing a prototype service that enables on-demand provisioning of guaranteed bandwidth, secure virtual circuits with the ESnet production network. The ESnet On-Demand Secure Circuits and Advance Reservation System (OSCARS) [6] will meet the science discipline-driven network requirement of dynamically provisioned quality of server channel. 

3.2 USLHC Network

The LHCnet includes two 10 Gbps waves between CERN T0 and two locations at MAN LAN in New York City and StarLight in Chicago. These two 10 Gbps waves, along with a 10Gbps wave between Chicago and New York City, form a triangle and provide backup and reliability between two US Tier 1 sites to CERN in case one of the two transatlantic waves fails. 

3.3 BNL Network:

The BNL Tier 1 network consists of a series of Cisco 6509/6513 interconnected by multiple 10 Gbps connections providing high availability and reliability. BNL’s Campus Network is 10 Gbps LAN with full redundancy, operating 24x7.  Two wavelengths with 20 Gbps total bandwidth operated by ESnet connect BNL to 32 AoA in New York City. One dedicated 10 Gbps layer-2 LHC network link connects BNL’s PoP in NYC to CERN. 

The primary QoS path configuration tool for BNL is TeraPaths [4, 5]. TeraPaths uses the differentiated network services architecture to partition an end-site’s total available bandwidth into several classes of service with statically or dynamically allocated bandwidth. Each class of service is essentially a virtual, guaranteed-bandwidth path through an end-site’s LAN. Using an advance reservation scheduler, TeraPaths allows users to assign specific data flows to such virtual paths for the duration of their reservations. TeraPaths agents at different end-sites can cooperate to configure compatible virtual paths and negotiate user reservations across end sites. Furthermore, the initiating TeraPaths agent also invokes WAN provider services (like OSCARS/BRUW) and negotiates the provisioning of a virtual circuit compatible with the end-site reservations, essentially establishing an end-to-end path of guaranteed bandwidth for a specific data flow.

3.4 Internet2

Abilene, a 10 Gbps national scale education network, connects regional network aggregation points (known as gigaPoPs) to provide advanced network capacity to US-Atlas Tier 2 centers hosted by the corresponding regional network.  Abilene peers with the ESnet at multiple locations.  A typical connection from Tier 1 to Tier 2 will go through ESnet, Internet2, Tier 2’s regional network and Tier 2’s LAN. 

Internet2 has been experimenting with various types of network applications that will provide dedicated bandwidth to support research institutions in the United States.  The Bandwidth Reservation for User Work (BRUW) project is a part of Internet2’s Hybrid Optical and Packet Infrastructure (HOPI) project that will allow authorized users to reserve bandwidth across packet switched backbone networks to support advanced applications and research.  The system uses a Web-based interface for end-users to place reservations and MPLS protocol to set up dedicated paths on packet switched Abilene network.  

3.5 UltraLight

The UltraLight project responds to the data-intensive computing challenges of LHC experiments with a comprehensive, network-focused approach. UltraLight develops and uses the network as a dynamic, configurable and closed monitored resource, which can be managed from end-to-end by applications and Grid middleware. The UltraLight hybrid packet/circuit-switched network infrastructure has been connected with several major research and education backbone networks including ESnet, LHCnet, National Lambda Rail, Internet2’s Abilene network, StarLight, and UltraScience Network.

3.6 Direct fiber connection to Midwest Tier 2 Federation: 

I-WIRE is used to connect the Chicago Midwest Tier 2 to StarLight.  DWDM equipment, installed at the two endpoints, provides 10 Gbps circuits between the campus border router and the MREN Cisco switch at StarLight.  The IP-Grid optical network, owned and operated by an IU/Purdue consortium, provides IU with DWDM connection to the StarLight facility and supports up to sixteen 10 Gbps lambdas. The IU USATLAS Tier 2 facility will have a 10 Gbps lambda connection this summer.
4 USATLAS Computing Infrastructure and Network Performance Gap

The Large Hadron Collider (LHC) is being built at CERN in Geneva. The large amounts of data produced by the LHC will be sent to data storage and processing sites around the world.  BNL will take raw data, event summary data (ESD), and analysis object data (AOD) from CERN, and stores them in the BNL storage systems. AOD data and fractions of raw and ESD data will be transferred to USATLAS Tier 2 s.  Most of Tier 2 (T2) sites will run physics simulation processes and send simulation data back to BNL.  Figure 1 shows the network connectivity between BNL and three Tier 2 federations. The three USATLAS Tier 2 federations are classified based on network path complexity and bandwidth.  Figure 3 shows that the University of Chicago member of the Midwest T2 has direct 10 Gbps connection into Starlight where ESnet has a peering point. The remaining network path is routed through ESnet to BNL’s border router, as is also the case for Indiana University. The bottleneck link is the shared direct fiber connection from University of Chicago to StarLight with 10Gbps.  Indiana University acquired their 10 Gbps fiber to StarLight and will put it into production this summer. The planned data replications between these two universities and the data transfer to Tier 1 will dominate the 10Gbps for extended periods.

As shown in Figure 2, the Northeast Tier 2s are connected by the Boston Metro ring, which peers with Abilene with an OC48 connection.  The Abilene network will move data from the Northeast T2 federation to the ESnet New York City router.  The Northeast T2 at BU has 88 blade servers connected by a 1 GigabitE fiber of 1 km to the campus core and the Boston Metro ring.  This bottleneck will soon be upgraded to a 10 GigabitE fiber to Boston Metro ring.  The performance bottleneck will then move to the OC48 peering point between the Metro ring and Abilene since the three US LHC Tier 2 universities (Harvard University, MIT and Boston) will all use this connect to their T1 centers.  The aggregate bandwidth request from these three Tier 2 universities is much higher than OC48.  

Each university at Southwest T2 has a different regional network connection to either Abilene or ESnet at a different location.  The network path between BNL and UTA shown in traceroute are: ESnet, Atlanta peering point, Abilene, Abilene Houston router, Texas regional network, UTA.  The OC12 network link of Texas regional network, as shown in Figure 2 cannot meet the USATLAS ATLAS data transfer requirements. The remaining Southwest Tier 2 universities have the similar situations. 

Three universities (UTA, UC, and BU) marked green in Figure 1 are chosen to be representatives for the three T2 federations.  The nominal data rate for T2 data transfers approaches and may exceed the corresponding available T2 network bandwidth.
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Figure 1: USATLAS Tiered Computing Infrastructure
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Figure 2: Breakdown Structure of Each Tier 2 Federations
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Figure 3: BNL and Midwest T2 Federation

5 Enabling Technologies for US – Atlas Data Distribution

1. MPLS 

· ESnet implementation for ATLAS: OSCARS

MPLS, RSVP, and QoS parameters were tested in a developmental environment and subsequently deployed into the ESnet backbone. A web service interface is provided for bandwidth reservation requests. LSPs can be created dynamically between BNL and any other DOE site with the characteristic of guaranteed bandwidth.

· Internet2 implementation for ATLAS: BRUW

The first phase of this project is to run the system across Abilene’s IP network using the Multi-Protocol Label Switching (MPLS) protocol on Juniper router interfaces.  A dynamic MPLS tunnel can be constructed between any pair of Internet 2 edge routers.  The ultimate plan is, however, to run it on both packet-switched and optical networks as a part of the Hybrid Optical and Packet Infrastructure (HOPI) project at Internet2.  

· UltraLight implementation for US ATLAS

TeraPaths production was deployed in UltraLight router at University of Michigan and StarLight to manage and schedule the bandwidth for the long distance VLAN between these two UltraLight network switches. 

· LHCnet implementation for US ATLAS

Ethernet based virtual LAN segment.  Network bandwidth can be assigned to the VLAN segment and traffic using the VLAN will be policed based on the allocated bandwidth. 

· Direct fiber connection of peering point for US ATLAS

StarLight’s Force 10 supports assigning specific bandwidth to the Ethernet-based virtual LAN segment.  

· GEANT implementation

Bandwidth Allocation and Reservation (BAR) [1],  the GEANT2 Joint Research Activity 3 focuses on the research and development of end-to-end, connection-oriented, Bandwidth on Demand (BoD) services in the European R&E networking environment. 

2. Site LAN QoS

The TeraPaths system (BNL) can be deployed to both Tier 1 and Tier 2 US ATLAS sites (and eventually to any end-site using network devices that have even minimal QoS capabilities) and partition each site’s bandwidth as described in the networking infrastructure section above. The TeraPaths software has been intentionally designed as layers of cooperating web service modules. At the lowest level are the network device controllers, which use dynamically pluggable device drivers to configure the necessary network devices (routers). A layer of private web services is responsible for servicing higher-level requests and interacting with the network device controllers and the site’s database. A public web service layer exposes the functionality of the system to the world. At this level, the system coordinates the configurations and the reservations end-to-end by interacting with the local and the remote private layers and also the services of the WAN provider(s). The public services can be invoked either from within a web interface or directly from application programs. TeraPaths can be adapted to work to any end-site with QoS capabilities using a suitable site description in the database and the required device drivers. Future enhancements to the software will enable TeraPaths to negotiate end-to-end paths across any sites, even across sites with incompatible QoS service classes.

3. Interoperability among OSCARS, BRUW, TeraPaths, and BAR for GN2-JRA3

ESnet (OSCARS) and Internet2 (BRUW) have been jointly developing the software for their bandwidth reservation system and share the same interface and implementation. Recently, there has been an effort by the OSCARS/BRUW/TeraPaths/BAR development teams to agree upon and possibly standardize a web service interface for inter-domain communication and cooperation.  The teams are working on a network service definition, which describes the available web services in terms of functionality, restriction, capacity, and workflow schema. OSCARS and TeraPaths are already using agreed upon web service definitions in the form of Web Service Description Language (WSDL) descriptions to invoke each other’s services.

6 Network capabilities for end-to-end data distribution scenario from Tier 1 to Tier 2

The scenarios considered in this proposal for distributing data from a tier 1 to a tier 2 site are as follows :

· Boston University: Tier1 site (LAN QoS) → ESnet (MPLS) → Internet2 (MPLS) →- Tier2 site (LAN QoS)

· University of Chicago Case: Tier1 site (LAN QoS) → ESnet (MPLS) → Direct fiber (MPLS) → Tier2 site (LAN QoS)

· University of Texas at Arlington Case: Tier1 site (LAN QoS) → ESnet (MPLS) → Internet2 (MPLS) → Texas Regional Network (LEARN Network [3]) (MPLS) → Tier2 site (LAN QoS)

· University of Michigan Case: Tier1 site (LAN QoS) → ESnet (MPLS) → Ultralight (MPLS) → Tier2 site (LAN QoS)

In all four cases, TeraPaths is responsible for the last-mile QoS path configuration and management while OSCARS/BRUW takes care of the path configuration over the wide area network. 

7 Proposed Work and Budget

The increasing LHC data transfer requirements in the coming months will generate significant network load to the regional networks connecting T2 universities, especially at the performance bottlenecks identified in Section 4. The bursty nature of these data transfers, if un-managed, may effectively create a denial of service to applications sharing the same network and will bottleneck links and lead to network traffic jams, significantly lowering network utilization. Three separately funded network projects; OSCARS, TeraPaths, and BRUW address such issues, but are designed to work for intra-domain bandwidth reservation. Integration of these three projects was attempted recently for inter-domain network bandwidth provision. The competition for limited network resources among USATLAS and non-USATLAS activities necessitates a coordinated end-to-end network provisioning system to be deployed at each T2 site and their regional network, along with OSCARS for ESnet and BRUW for Internet 2.  

We will enable end-to-end quality of service paths through multiple administrative domains by using a hybrid star/daisy chain model.  Each component in the chain represents an independent network domain. The daisy chain links can be easily determined by a simple traceroute command and network domain information can be extracted from the intermediate routers. Each involved network domain is controlled either by TeraPaths (end-site LANs and UltraLight), OSCARS (ESnet), or BRUW  (Internet 2).  The TeraPaths agent (public services layer) at the initiating site is the controller responsible for setting up the end-to-end path. This agent makes arrangements with the corresponding TeraPaths agent at the target site and it also passes a compatible bandwidth reservation request to OSCARS (BRUW). OSCARS (BRUW) sets up the complete WAN path by configuring the ESnet (Internet 2) part and, if necessary, passing the request to BRUW for Internet 2 (OSCARS for ESnet).

The advantages of this implementation are the following: 

1. Domains are independent: the implementation details of bandwidth provisioning are confined within each network domain, which allows for complete heterogeneity of architectures (MPLS, GMPLS, DiffServ.) 

2. Simplicity: the end user only interacts with the initiating site.

3. Scalability: daisy-chaining the WAN part reduces significantly the workload of the initiating site’s agent as it needs to interact with only two other domains.

4. Practicability: The current standard Internet router protocol is utilized in locating the next domain. 

We plan to deploy and support TeraPaths installations at three chosen T2 universities in the first fiscal year, marked green in Figure 1 and in the following Table 1. Internet 2 will be supported to deploy the BRUW system to setup MPLS paths between three universities’ regional networks and their I2/ESnet peering points.  Internet 2 will also be responsible for customizing their software to allow integration with TeraPaths and OSCARS.  BNL will perform system integration between TeraPaths, OSCARS, and/or BRUW, and will provide the application API for bandwidth requests.  Each funded participating university will be responsible to develop and customize the TeraPaths software for their site. The requested budget for each site will support 20% FTE of a network engineer or a full time graduate student for the assigned tasks. During the second fiscal year, all remaining Tier 2 sites, marked yellow in Table 1, will deploy TeraPaths product for LHC production data transfer. The fund request will support their 20% of network engineers and moderate amount of PI’s FTE.  

	USATLAS Tier 1 and Tier 2 Network Breakdown Structure
	

	Organization
	Institute
	Current Network
	Site Manager
	Facility/Network Administrator
	Extra Fund Requested July/2006~ June/2007
	Fund Requested July/2007~ June/2008

	USATLAS T1
	Brookhaven National Lab (BNL)
	20Gbps
	Michael Ernst
	Dantong Yu    
	26,208
	10,316

	
	
	
	
	Dimitrios Katramatos
	
	

	
	
	
	
	Frank Burstein
	
	

	Southwest T2 
	University of Texas at Arlington (UTA)
	1Gbps
	Kaushik De (PI)
	David Caldwell
	30,000
	0

	
	University of Okalahoma (OU)
	1Gbps
	Horst Severini
	Craig Cochell
	0
	30,000

	
	University of New Mexico (UNM)
	1Gbps
	Tim Thomas
	Tim Thomas
	0
	30,000

	
	Langston University
	155Mbps
	?
	?
	0
	0

	Northeast T2
	Boston University (BU)
	1Gbps
	Jim Shank (PI) 

Saul Youssef (PI)
	Charles Von Lichtenberg
	30,000
	0

	
	Harvard University (HARVARD)
	1Gbps
	John Huth
	Kevin Black
	 
	30,000

	Midwest T2
	University of Chicago (UC)
	10Gbps
	Rob Gardner (PI)
	Ronald J Rusnak
	30,000
	0

	
	Indiana University (IU)
	1Gbps (10Gbs 07/2006)
	Frederick Luehring
	Kristy Kallback-Rose
	0
	30,000

	Great Lakes T2
	University of Michigan
	10 Gbps
	Shawn Mckee
	Shawn Mckee
	30,000
	0

	Internet 2
	Abilene/Internet 2 (I2)
	 
	Rich Summerhill
	Bob Riddle (PI)
	0
	30,000

	ESnet
	Berkeley National lab (LBL)
	 
	Bill Johnston
	Chin Guok
	0
	0

	
	
	
	
	
	146,208
	160,316

	
	Fringe Benefit +Indirect Cost for BNL
	122.78%
	32,178
	12,666

	
	
	Indirect Cost for other participants
	18.01%
	21,614
	27,018

	
	
	
	Total Cost
	
	$200,000
	$200,000


Table 1: USATLAS Tier 1 and Tier 2 Network Structure Breakdown.
8 Senior Personnels:

· Dantong Yu, principal investigator, BNL, is the group leader of the BNL USATLAS Grid Computing Group. He coordinated Grid middleware and WAN deployment and support for the RHIC 2005 data transfer from BNL to Japan. He is the BNL technical contact point for a series of LHC USATLAS service challenges validating the Grid based infrastructure to satisfy the intensive requirements of the unprecedented data volume and complexity generated by LHC experiments. 

· Dimitrios Katramatos: CO-PI:   Dimitrios graduated from University of Virginia, Charlottesville, VA, Jan 2005.  He is the technical coordinator and chief TeraPaths developer.  His research interests include Grid Computing,  resource scheduling, high performance network, and Quality of Server in LAN and WAN. 
· Bruce Gibbard is the director of USATLAS/RHIC Computing facility. Under his leadership, dCache was introduced into RHIC and USATLAS experiments.  He is a member of LHC grid deployment board member who manages the solution and direct effort to meet the LHC's data intensive requirements.

9 List of Tasks

	Tasks
	Sites
	Senior Personnel
	Schedule

	June/2006~July2007
	
	
	

	Deploy TeraPaths at University of Michigan 
	UMICH
	Shawn Mckee
	Done

	Complete wide-area data-plane test of TeraPaths/OSCARS from BNL to University of Michigan 
	BNL/UMICH
	Katramatos/Mckee
	June/06

	Three weeks of ATLAS AOD Data Distribution from BNL to UMICH
	BNL/UMICH
	Dantong/Mckee
	July/06

	Customize and deploy TeraPaths at University of Chicago and Boston University.
	UC/BU
	Gardner/Youssef
	August/06

	System Integration development and test between TeraPaths and BRUW
	BNL/I2
	Katramatos/Riddle
	September/06

	Deploy BRUW in Internet 2 
	Internet 2
	Bob Riddle
	October/06

	Complete wide-area data-plane test of TeraPaths/BRUW from BNL to Boston 
	BNL/I2
	Katramatos/Riddle
	November/06

	Complete wide-area data-plane test of TeraPaths/BRUW/OSCARS from BNL to Boston (October)
	BNL/ESnet /I2/BU
	Katramatos/Riddle/Youssef
	December/06

	Three weeks of ATLAS AOD Data Distribution from BNL to BU
	BNL/BU
	Yu/Youssef
	January/07

	Customize and deploy TeraPaths at University of Texas at Arlington.
	UTA
	De
	Febuary/07

	Three weeks of ATLAS AOD Data Distribution from BNL to UTA
	BNL/UTA
	Yu/De
	March/07

	Second Release of TeraPaths 
	BNL
	Katramatos
	April/07

	Deploy TeraPaths to Three T2 sites and University Michigan. (March 2007)
	BNL/UTA /BU/UC
	Katramatos/De /Youssef/Gardner
	May/07

	Complete wide-area data-plane test of TeraPaths/BRUW/OSCARS from BNL to three T2s 
	BNL/UTA /BU/UC
	Katramatos/De /Youssef/Gardner
	June/07

	AOD Data transfer from BNL to all three sites and Simulation data from three sites to BNL
	BNL/UTA /BU/UC
	Katramatos/De /Youssef/Gardner
	July/07

	July/2007~August/2008
	
	
	

	User documentation and support
	BNL
	Yu/Katramatos
	August/07

	Last TeraPaths Release Before LHC Starts
	BNL
	Yu/Katramatos
	September/07

	Customize and deploy TeraPaths at Indiana University and Harvard University.
	Harvard/IU
	Huth/Luehring
	October/07

	Complete wide-area data-plane test of TeraPaths/ESnet from BNL to Indiana University 
	BNL/IU
	Katramatos/Luehring
	November/07

	Complete wide-area data-plane test of TeraPaths/BRUW/OSCARS from BNL to Harvard
	BNL/ESnet /I2/Harvard
	Katramatos/Riddle/Huth
	December/07

	LHC will have production beam data
	
	
	

	Three weeks of ATLAS Production AOD Data Distribution from BNL to IU on QoS Path
	BNL/IU
	Yu/Lurhring
	January/08

	Three weeks of ATLAS Production AOD Data Distribution from BNL to Harvard on QoS Path
	BNL/Harvard
	Yu/Huth
	Feburary/08

	Customize and deploy TeraPaths at Okalahoma University and University of New Mexico
	OU/UNM
	Severini/Thomas
	March/08

	Complete wide-area data-plane test of TeraPaths/ESNet/Internet 2 from BNL to Okalahoma
	BNL/ESnet /I2/OU
	Katramatos/Riddle/Severini
	April/08

	Complete wide-area data-plane test of TeraPaths/ESnet from BNL to University of New Mexico
	BNL/ESnet /I2/UNM
	Katramatos/Riddle/Thomas
	May/08

	Three weeks of LHC ATLAS Production AOD Data Distribution from BNL to OU
	BNL/OU
	Yu/Severini
	June/08

	Three weeks of LHC ATLAS Production AOD Data Distribution from BNL to UNM
	BNL/UNM
	Yu/Thomas
	July/08

	Final Documentation and Project Reports from all collaborators/PIs.
	ALL
	ALL
	August/08


Table 2: List of Tasks and Responsible Parties.
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