A) 
Panda Reliability Workshop Planning: We need to identify a list of Panda (external) dependencies which can affect the Panda reliability.  A list of Panda failures will be discussed, and how Panda survives under this condition.  Kaushik and Dantong proposed to have a one-day workshop at BNL to focus on how to improve the Panda services. The workshop  has to be after Panda relocation and stress test.   The consensus is that March 10,11, and 13.

B) Panda Reliability: 

The migration plan is before middle of February. February 13. No downtime is expected.

1) Panda Migration to new hardware.  Remaining issues: (Panda server, Panda monitoring, and autopilot).  Panda log rotate can be done during primary hours so that any false alarms can be treated properly.  Gridui06 constantly reports NRPE critical error. Tomasz found that sometime goes off on midnight.   Tomasz needs to work with Tadashi to find out what happens.  The target is to find the solution next week.  Aaron reported the slowness of Panda monitoring. John Hover will work with Aaron to clarify the problem.   Panda monitoring needs to use the host alias in the URL and its subdirectory instead of the physical host name.  Apache configuration needs to be adjusted.

After this is complete, gridui01,2,3 will be re-installed with RHEL 4 and set up identically to gridui4,5,6,7 in order to serve as a fully independent Panda testbed. 

 2) A subversion server dedicated to Panda services. 

Tadashi will move the Pilot code services from the current SVN to the new SVN (sometime next week).

Torre asked for ViewCVS  to see all revision history.  Rob Petkus needs to install the patch on the subversion server. 

3) Panda load balance 

Tadashi will test whether load balance works on gridui06,07,08 with DNS alias next week.Search will be made for any hard-coded or non-dynamic host URL generation. 

Rob provided update on the load balance switch status.  The http error codes can be used by load balancer to redirect Panda server requests. The candidate hardware has much more capacity than required by Panda:  Panda server requires 100 connection/minues, and less than 2mb/second bandwidth.  A factor of 10 increase can be covered by the same hardware. 

4) BNL local submitter migration status. 

Done.  The old local submitter will be used by Panda job installation pilots.


5) How changes can be coordinated to the production Panda database and Panda servers? What mechanism is needed to put into the place? 
Mixed management.   For the stable database schema,  Yuri will be the person who coordinate the change.  For the database schemas (i.e.  Meta table, and schedd tables?) which need constant change, Torre and Tadashi will make change to all the Panda databases instances:  i.e. CERN and BNL Panda database.  Yuri can provide more detailed list of schema that he controls changes. 

C) Panda Development and integration: 

6) John Hover's report on easy packaging, deployment and manageable operations for Panda server, etc. based on Panda code review. 

Primary concern is that the configuration state of a Panda server (and monitor) instance is determined by a heterogenous, disorganized mix of configuration files and live code import.  This would be better handled by native Python Config objects. A related issue is that configuration files are scattered throught the Panda codebase. Instead these files should be gathered and consolidated into a /config directory for each component.  

Solving these code layout problems (along with clear Release/Version control) are a pre-requisite to moving to Python distutils for software packaging and deployment. 

several baby steps: 

a) John, Tadashi, and Maxim will establish a CVS branch for experimental work. 

b) John will work with Tadashi and Maxim to eliminate live Panda server code import into the Panda server. Server config will be moved to a /config directory. Once this step is complete, we will look at the Monitor component with the same goal. 

c) A snapshot of the configuration status of a live Panda server can be generated?

d) Configuration option stored into databases? 

e) Ideally configuration state also alterable via established server API. 

7) Panda Glexec and MyProxy Evaluations. 
Jay and John helped Maxim to test the Glexec with GUMS/VOMS.  Role based authentication is supported. A user can have different roles.  Need a new MyProxy instance with special configuration to close the whole loop. 

Panda needs a separate MyProxy instance (pandaprx.usatlas.bnl.gov?) with a slightly different configuration for use with Panda. Installation can use the standard gLite RPM-based install (unless VDT/ODG has a stand-alone install). 

8) Maxim requested Panda test server (ideally 64 bits). 
 Rob replied that the hardware will be available in two weeks. 

9) LFC evaluation and Integration into Panda framework. (John Hover and Mark Sosebee). 
LFC worked with Canada sites.  Panda pilot and panda server interact with LFC.   Need to get Mark work on Panda/LFC test. 

10) Panda VOMS integrations. 
CERN VOMS problem prevents CERN to BNL VOMS replication.  It prevent us from using panda pilot role in the CERN ATLAS VOMS.  Need to escalate.

We need to fix the issue that Panda runs jobs from users as long they have certification.  VOMS needs to be in place to fix this. Due to current issues with VOMSAdmin interface, it might be sensible for the Panda server to optionally use a grid-mapfile (+VOMS roles) as a fall-back to dynamic VOMS access. 

We need to prevent the Panda Payload jobs from launching new Panda jobs. Might be done with VOMS proxy depth limitation. 
12) Databases encapsulation by Web  services for load modulation and reliability.

High priority in to do list.  Maybe it is a step to move toward database agnostic.   Panda server can use Oracle as backend with Oracle specific API.   The new version of Python might provide a Python modules which can be database agnostic. 

