
Building a reliable and high performance MySQL-based database for Panda system

Motivation: 

The Panda-based production system is one of the most important services provided by BNL USATLAS Tier1.  The critical component in Panda is the MySQL database, which maximizes Panda’s scalability, reliability, and performance.  While the current implementation of the Panda database provides adequate scalability in terms of number of transactions per second generated by the Panda system, Panda’s future reliability and the additional performance headroom necessary to scale up to meet the demand of full-scale ATLAS computing remains unsolved.  The Panda database is a single point of failure, and its failure can cause USATLAS production to stop in its entirety. 

Proposed Solutions: 

1) 
2) DRBD (distributed replication Block Device) is a newly supported technology that provides necessary reliability by setting up one active server and one “hot” stand-by server.  If the active server crashes, another server can automatically assume loads and requests from the failed server.   The active server and the stand-by server share the same virtual IP address. 
3) MySQL’s master/slave replication architecture can improve performance by distributing write and read access to multiple MySQL database servers.  The master and slave replicas have different IP addresses.  (to be determined: Performance can be increased and decreased).  (Previous version of MySQL has replication problem between the master and slave).

Project scope: 

1) Test the disaster recover from one node failure.  (Unplug the primary MySQL DRBD server).

2) Evaluate the stand-alone MySQL database with multiple selected engines (MyISAM and InnoDB).  

3) 
4) Evaluate the DRBD solution and its reliability.

5) Evaluate different disk partition mechanism 

6) Establish a hybrid database with master/slave and DRBD technologies to evaluate performance.

7) Develop a load generator to simulate the current Panda database access profile. 

8) Establish testbeds, run the load generator, and collect performance statistics.

9) Provide performance reports and comparisons on combinations of the MySQL database engine, master-slave replication, and DRBD.

10) Provide a cost-effective and reliable database solution with an optimal derived from evaluation results.

11) Help Panda developers to integrate the proposed database solution.

12) Help to build a highly reliable and efficient database for the Panda system. 

Evaluation Criteria:

1) Reliable and highly available, ensuring service continuations even if a single server goes offline.
2) Easy to maintain with one-half FTE.

3) Adequate documentation.

4) The performance of the final database solution should increment current performance by a factor of five compared with that of the current database solution. 

