Summary of CRS Meeting – Dec. 6, 2007

This meeting was called to discuss issues with the CRS software and to explore ways in which it can be improved or updated to serve the needs of the RHIC experiments better.

The issues discussed are listed below. Action items are underlined.

1) BRAHMS and PHOBOS stated that the CRS software works well, aside from occasional HPSS-related file transfer problems. PHOBOS only requires CRS software until Quark Matter (QM). It does not expect to use CRS software after QM.  

2) PHENIX and STAR have had problems with Condor/CRS. Problem is difficult to diagnose from the experiment’s point of view. Not enough tools or information are available. The problem seems to be intermittent. Alex mentioned a condition in which evicted Condor jobs that exceed certain hardware parameters (ie, memory size) may clog up job scheduling. Condor provides a solution to the problem. Tomasz  will check if this solution is in place in CRS. Can tools be developed to provide more information?
1 day – partially DONE

3) PHENIX pointed out the CRS software takes up a Condor job slot while retrieving HPSS input files for the job. Since HPSS file retrieval can take many minutes, significant cpu time can be lost. STAR solved the problem by pre-staging files to the local node and oversubscribing the system (3 jobs for a 2 job slot system), with the extra job “waiting to run”. This approach does not suit PHENIX because of its complex Condor policy. Other pre-staging schemes and/or file-locking in HPSS disk cache need to be explored.

4 weeks

4) Additional methods to load jobs were requested by PHENIX and STAR. Currently, jobs can be loaded by name or creation time. An additional job-loading scheme using experiment-defined groups was requested. 

I proposed an arbitrary ordering we would name "Order and

prioritize by Class" whereas:

- arbitrary class (by name) would be assigned to job submission

  waves - Let's call them A, B, C for the sake of example

- the experiment would be able to assign a weight for each class

  i.e. a %tage of total jobs to be taken from each class

   Example: 50% of class A, 20% of class B, 15% of C, 15% of D

  This would provide maximum flexibility as the experiment could

  reshuffle 'on the fly' the relative proportion of jobs in each

  class hence, allowing for immediate high priority class to

  be elevated in job throughput dimension (would equate to

  priority) - This likely requires some accounting.

- It is understood that this system is resilient to pilot

  errors i.e. if there is no jobs in class A, the %tage

  would be re-normalized amongst the remaining classes
2 weeks

5) PHENIX mentioned that export of output files can be problematic for various reasons (availability of HPSS, NFS, etc). An option to save output files (instead of being deleted after the timeout period) in a temporary area was requested.
3 days - DONE

6) The spy server is only active in the crs nodes. A request was made to install it on the cas nodes as well. 

2 weeks - DONE

7) PHENIX and STAR questioned the usage of the HPSS flag. Is it implemented in the CRS software? Is it automatically turned on/off?
1 day - DONE

8) STAR made an observation about the timeout policy for HPSS-related issues. Currently, users cannot configure the timeout settings. STAR requested that users be allowed to configure two parameters (# of retries and timeout period).
2 weeks

9) STAR mentioned that staging out of output files ties up the job slot, even though the job is no longer making use of the cpu. A request was made to make the job slot available while staging out of output files occurs.

Tomasz thought the staging out was not tight to the

CPU slot and was about to check this.
1 day

10) A suggestion was made by STAR to bundle staging of input and output files (instead of staging files individually). This requires input from the HPSS team.

I explained to Tomasz what was meant. It requires

more complex DAG support as a start.

Open issue. Need more details.

11) PHENIX and STAR mentioned the need to provide CRS error codes to the users on job (successful or not) termination. A proposal was made by the experiments in which they will provide a script (in AFS?) to be called by the CRS code upon job termination. The CRS software can pass the error code when calling this script, which presumably will interface with the experiments database or data catalog.
the proposal was to check in a standard pre-defined

area ($BLABLA/.crs/plginName.extension) for a file presence. If

the script is present, it will be called passing two parameters

   Arg1=stage the CRS software is in

   Arg2=error code
1 week – partially DONE
12) The “reco” user accounts on rcrsuserXX and crs systems are local (not NFS) accounts, but they are NFS accounts on cas systems. Does this pose a problem for running CRS jobs on cas systems? Is this related to the spy server deployment on cas systems discussed above? Chris will examine these issues on the Linux Farm side.

the separation of home directories aimed to stability.

Last week for example, we had a disconnect of /star/u and the

CRS portion was un-affected. This change needs to be considered

carefully.

Open issue. Is there a need to change anything? - DONE

13)  a) Code needs to be saved in subversion repository 1 week - DONE
 b) single copy of code to every rcrsuserX DONE
 c) automated distribution to rcrsuserX  DONE
