The Mass Storage System (HPSS) – updated 06/28/07

The Mass Storage System (HPSS) at the RCF/ACF is a combination of several robotic systems and proprietary software designed to provide reliable and high-throughput parallel archiving and retrieval of large amounts of data on a 24x7, year-round basis. HPSS is directly connected to the data acquisition systems of the RHIC experiments and serves as the main data repository for RHIC data. The system is also the primary US repository for data collected by the ATLAS experiment at the LHC collider at CERN. HPSS is made up of 6 tape silos with a combined capacity of up to 29,000 tapes, 124 tape drives, 7 PB of tape storage and 42 TB of front-end disk cache for all storage classes. In its current configuration, HPSS is capable of up to 1200 MB/sec data transfer rates. Aggregate peak data transfer rates of up to 650 MB/sec for all 4 RHIC experiments and ATLAS were observed in 2007. The HPSS software suite provides centralized control of the tape libraries and real-time monitoring of resource utilization as well as performance metrics, allowing the staff to optimize performance and resource allocation to meet the RCF/ACF user needs.

Linux Farm (RCF) – updated 06/28/07

The Linux Farm at the RCF is the main source of computational and disk storage resources for the RHIC experiments at BNL. The rack-mounted, commodity-based cluster (4.0 million SpecInt2000) is made up of 3672 processors and 1141 TB of disk storage, all connected on a gigabit network. The Linux Farm supports numerous software tools that enable a wide variety of activities: batch (Condor, LSF), compilers (PGI, Intel, gcc), software development tools (Python, Perl, Java, Totalview, MySQL), disk storage solutions (rootd, xrootd, Panasas, dCache, NFS), graphical display tools (Grace, GNUplot) and word-processing (TeX). Real-time performance and usage monitoring --- using open-source, scalable software properly instrumented with graphical interfaces and an alarm system --- is coupled with lights-out cluster management software to provide full remote administrative access and ease of management.

Linux Farm (ACF) – updated 06/28/07

The Linux Farm at the ACF consists of 1664 rack-mounted, commodity-based processors (rated at 2.6 million SpecInt2000) and 943 TB of disk storage. This cluster serves as the main source of computing and disk storage resources for U.S. collaborators in the ATLAS experiment, and it also serves as a testing ground for new technologies in the ATLAS distributed computing model. The cluster supports numerous software tools that enable a wide variety of activities: batch (Condor, LSF), compilers (PGI, Intel, gcc), software development tools (Python, Perl, Java, MySQL), disk storage solutions (dCache, NFS), graphical display tools (Grace, GNUplot) and word-processing (TeX). Real-time performance and usage monitoring --- using open-source, scalable software properly instrumented with graphical interfaces and an alarm system --- is coupled with lights-out cluster management software to provide full remote administrative access and ease of management.

General Computing Environment (GCE)

GCE provides the bulk of the support services at the RCF/ACF, such as electronic mail, user account lifecycle management, facility access management, file backup and archiving, help desk, web services, document processing and printing services. GCE also manages a centralized, high-throughput storage system consisting of 250 TB fiber-channel SAN storage and a high-density 100 TB Panasas storage appliance capable of 300 MB/s aggregate performance. The centralized storage system is complemented by a Tivoli Storage Management System for file back-up, archiving and disaster recovery purposes. The back-up robotic system is capable of storing up to 90 TB of data, 50 simultaneous clients and 180-days retention of up to 30 versions of the same file. Open-source software is employed to monitor performance, usage and status of the file servers, storage appliances and robotic systems. The monitoring software is instrumented with various alarm levels and is used by the staff to optimize service calls that allow GCE services to be available 24x7 year-round.

Network – updated 06/28/07

The RCF/ACF is connected to a reliable, high-speed network infrastructure, which consists of a cluster of Cisco Gigabit-capable switches with a total of 3000 active ports over 12 subnets providing connectivity to the RCF/ACF computing equipment. It was upgraded in 2006 to 20 Gbps with full redundancy to match WAN network capability. Two ESnet wavelengths were put in production in early 2006 to provide a total of  20 Gbps connectivity from the internal network to the WAN, enough to download the contents of a DVD in less than 7 seconds.  10 Gbps is dedicated to ATLAS data transfer activities between BNL, CERN and other Tier 1 sites, and 10 Gbps is used to carry RHIC and other BNL IP-based network traffic.

Taken together, these upgrades are increasing considerably the ability of the RCF/ACF to evolve towards the distributed computing model envisioned in the Grid environment. In 2005, the transfer of RHIC data using Grid middleware from the PHENIX experiment to the Computer Center-Japan (CCJ) with a rate of up to 100 MB/s have been observed on a sustained basis for the first time. In addition, a series of tests simulating data transfer from the ATLAS experiment at CERN to BNL are being carried out to gauge network performance. Sustained

rates of up to 400 MB/s have been achieved during a series of parallel transfers of large number of files.

dCache

The increasing usage of commodity-based servers in scientific computing has been followed by technology gains that have allowed a dramatic rise in server-based disk capacity and a drop in cost/MB of storage. Software to harness, manage and operate storage distributed over thousands of servers has been developed to leverage the advantages (cost, redundancy, scalability, performance, etc) of distributed storage. The dCache storage management software has been jointly developed by DESY and Fermilab as a distributed disk-caching front-end for a tape storage facility. At the RCF/ACF, dCache leverages the advantages of distributed storage by providing users with a transparent global namespace to efficiently access the data on the multi-Petabyte tape storage facility as well as local storage on the Linux Farm servers. To satisfy ATLAS distributed computing requirements, dCache also provides a Grid-enabled interface to allow remote data access via Grid middleware tools.

