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Summary of report:

During this period: BNL and University of Michigan worked on:

1. A contract was established between BNL and University of Michigan funding 25% of Shawn McKee's (Senior Personnel) time, travel costs and some hourly student involvement on this project.

2. Refined the goals, work plans and deliverables.

3. Prepared a network QoS testbed.

4. Worked with ESnet and Fermi Lab to set up and tested a MPLS path.

5. Enabled QoS features necessary for this project in BNL local area network.

6. Participated in CERN service challenge to transfer data between BNL and CERN with CERN link (LHC network). 

7. Collaborated with SLAC DWMI project to install and evaluate their network monitoring tools.

8. Participated into a weekly meeting between BNL and Fermi Lab.

9. Invited Donald Petravick (Lambda Station, PI) to have a site visit to BNL to discuss storage, dCache, Lambda Station, Terapaths and potential collaborative project activities.

10. Invited DoE network program managers (Mary Anne Scott, Thomas Ndousse to visit BNL and discuss BNL network requirements, network capabilities, plans and status of this project.

Detailed Report:

Presentations: 

· “Terapaths: MPLS based Data Sharing Infrastructure for Peta Scale LHC Computing, Dantong Yu, DOE Network Research PI Meeting, September 15~17, 2004.

· “ATLAS/RHIC WAN Requirements at BNL”, Bruce Gibbard, DOE MICS program managers’ BNL site visiting, December 13, 2004.

· “BNL LAN/WAN Update”, Scott Bradley, DOE MICS program managers’ BNL site visiting, December 13, 2004.

· “LAN QoS and WAN MPLS: Status and Plan”, Dantong Yu, DOE MICS program managers’ BNL site visiting, December 13, 2004.
Achievements:

At the beginning of project, we focused on establishing MPLS capabilities within BNL LAN.  After several round discussions with Thomas Ndousse (program manager) and other DOE network project PIs, we refocused our goal on the LAN QoS and the integration of LAN QoS with WAN MPLS. We will join with these projects to deliver an integrated end-to-end network bandwidth allocation service for high performance data replication.

BNL ITD networking group headed by Scott Bradley started deploy QoS features (marking and classifying ip packets, queuing packets with different classes of services) into BNL production network infrastructure. They are also creating a LAN QoS simulation testbed in a private network environment. The testbed consists of four hosts and two CISCO 6509 switches. The same types of switches are used in BNL campus network infrastructure.  We created a fast Ethernet link between these two CISCO switches. BNL ITD configured the operation system in this switch to enable abundant CISCO QoS capabilities.  The four servers have the same configuration and each has a Gigabit connection.  This allows us to test our QoS configurations in the presence of contention for the Fast Ethernet inter-switch connection.

We designed several QoS mechanisms and evaluated their performance: 

1. Weighted sharing method:  for each type of class of service (COS), a weight is assigned to this class of service. When there is no contention, one type of traffic can utilized unused bandwidth.  During network congestion, the forwarding is based on the ratios of the assigned weights, thus allowing us to define the relative allocated bandwidths for the classes of service.

2. Marking down: the traffic is classified into several classes of services. Whenever the high level class of service uses up its allocation, the packet will be marked down to a lower class of service.   Alternately we can enforce the allocation by dropping excess packets.  This needs to be explored.

We also are evaluating mechanisms to assign different COS to GridFtp data transfers initiated by different VOs. For example, at the LAN level, source IP addresses and port numbers determine DSCP bits. At the WAN MPLS level, IP addresses and DSCP bits are used to assign MPLS labels at ESnet owned border router. 

We held several meetings with ESNet network engineer (Chin Guok) supported by OSCAR project and Fermi lab personnel (Don Petravick, Phil DeMar and Vyto Grigaliunas), which resulted in a manually configured MPLS path connecting BNL boarder router and ESnet STARLight POP (Courtesy of Chin Guok, PI of OSCAR).  Chin Guok, Shawn Mckee, Vyto Grigaliunas, Phil Demar and Dantong Yu collaboratively drafted out the MPLS specifications.  Fermi lab participants made local arrangements to find Fermi lab resource which this end-to-end QoS link is attached to. Jon Bakken generously allocated CMS computers for this MPLS configuration.

This MPLS only allows traffic between BNL high performance FTP servers and Fermi lab production farm.  We studied the MPLS path and learned that the traffic with correct source, destination ip addresses was correctly labeled and tunneled. Bandwidth allocation for this path was 50mbps, but policer did not correctly control the traffic volume into the path.  This is under investigation. 

BNL participated into CERN Tier 0, tier 1 service challenge which prototyped the data movement services needed by LHC. We intended to study the impact of MPLS to this service challenge. We accomplished:

· Deployed and tuned the four Ftp servers on INTEL based commodity PCs with SCSI drives, tuned the kernel, local disk file systems. Jason Smith at BNL USATLAS group did operating system tuning and improved performance significantly.

· Disk to disk file transfer between BNL and CERN servers with GridFtp tools.  

· 75MB/second writing to BNL disks and 80MB/second reading from BNL disk per host

· Two servers filled up the network bottleneck 99%, went beyond OC 12 connection.

· Sustained the data transfer rate for more than 12 hours. Stopped because of potential for disrupting other users.

Network monitoring contributions:

· Deployed ganglia based host monitoring tools to observe data transfer from a user’s perspective. Jason Smith contributed this effort.

· We also requested ITD to evaluate Cisco proprietary network managing tools: such as COPS.

· We have been working with SLAC DWMI (Datagrid Wan Monitoring Infrastructure, under Terapaths umbrella, led by Les Cottrell, PI) to deploy network monitoring tools.  IEPM_BW software was partially installed on a computer node outside the firewall with 100MBits network interface.  SLAC team provided helps with the system installation.  Xin Zhao from BNL USATLAS and Connie Logg from SLAC have been jointly doing this work.

· We have been discussion more monitoring requirement for network QoS with SLAC team. 

Future accomplishments for the next six months:

(BNL ATLAS: BNL ATLAS Computing Facility, ITD: BNL networking group, UM: University of Michigan, SLAC: SLAC networking group led by Les Cottrell)

· Jan/10/2005: Enable LAN QoS inside BNL campus network along the path from GridFtp servers and SRM into the boarder routers. 

1. Identify QoS capabilities associated with LAN infrastructure. (ITD)

2. Study hardware-dependent QoS techniques, options for LAN QoS. (ITD, UM) 

3. Initial deployment on testbed (non-production) routers to prove the concepts. (ITD,UM)

4. Configure local production network to enable QoS for pre-selected traffics. (ITD)

· Jan/31/2005: Test and verify MPLS paths between BNL and LBL, SLAC, FNAL, and University of Michigan.

1. Meet regularly with OSCAR, remote collaborators to request MPLS path setup. (BNL ATLAS, UM, OSCAR)

2. Send Traffic to MPLS paths provided by OSCAR. (BNL teams)

· March/30/2005: Test and verify MPLS path between BNL and UM (BNL, OSCAR, AND UM).

· Jan/31/2005: Integrate the LAN QoS with MPLS paths offered by OSCAR.

1. Verify LAN QoS capability by injecting regular traffic and prioritized traffic in LAN. (BNL ATLAS and ITD)

2. Verify WAN MPLS bandwidth provisioning (BNL ATLAS and UM)

3. Do integration test and document experience. (BNL ATLAS and UM)

4. Create a simple LAN QoS and MPLS request system based on email exchanges: email list, conference. (BNL ATLAS and OSCAR)

· Feb/28/2005: Verify the impact between prioritized traffic and best effort traffic. Learn the effectiveness and efficiency of MPLS/LAN QoS and its impact to overall network performance

1. Create best effort traffic between BNL and CERN to fill up bottleneck bandwidth for prescribed periods. (BNL ATLAS)

2. Inject prioritized traffic between BNL and FNAL and monitor the traffic behavior. (BNL ATLAS and ITD)

3. Test and verify different LAN QoS technologies/policies in different time periods. (BNL ATLAS, ITD and UM)

· March/31/2005: Add more applications into MPLS/LAN QoS projects.

· Collaborate with SLAC team to analyze network monitoring needs and requirements. Define interface between our QoS project with their monitoring project. Timeline will be determined after we have another meeting between (BNL, SLAC and UM).

