BNL Service Challenge 2 Throughput Phase: 

Experience from the last Service Challenge:

We used four file transfer servers with 1 Gigabit WAN network connection to CERN.

The performance/throughput challenges (70~80MB/second disk to disk) was met.

We enabled data transfer between dCache/SRM and CERN SRM at openlab. We designed our own script to control SRM data transfer; we also enabled data transfer between BNL GridFtp servers and CERN openlab GridFtp servers controlled by Radiant software. 

Lessons learned: 

Many components need to be tuned.  The performance is not stabilized 7/24.  The long 250 ms network RRT, high packet dropping rate prevented us from utilizing the 1Gbps BNL WAN connection. We had to use multiple TCP streams and multiple file transfers to fill up network pipe.   We found that our data transfer servers had sluggish parallel file I/O with EXT2/EXT3 and lot of processes with “D” state. When we increased the number of file streams, the performance on file system became worse.  We switched to XFS file system; there was an improvement with XFS system. Still need to tune file system parameter and hard drivers to optimize the overall data transfer performance. 

BNL Service Challenge 3 Throughput Phase:

Goals:

1. Efficiently use our available resource, such as Network, disk, and tape service 

· Sufficient network bandwidth: 2Gbit/sec

· BNL large scale of dCache/SRM

· Quality of service: performance: 150Mbtype/sec to Storage, upto 60 Mbytes/second to tape,  Has to be done with efficiency and effectives.

2. Functionality/Services, high reliability, data integration, high performance

· Robust file transfer service

· Storage Servers

· File Transfer Software (FTS)

· Data Management software (SRM, dCache)

· Archiving service: tape servers, taperobots, tapes, tapedrives,  

3. Provide Grid middleware support for ATLAS Experiment Applications and facilitate ATLAS software interfacing with the Grid services challenged in SC3.

4. Enable Tier 2 to participate two phases in SC3.

BNL Service Challenge 3 Throughput Evaluation Criteria:

1. Meet the goals defined above.

2. Data transfer is sustained 7/24. 

3. Many Grid services are monitored.  Any event will be reflected in the monitoring page for problem diagnose: when, what, why and how the fix improves.

4. Number of human interventions? How many FTEs are needed to support SC3.

BNL Service Challenge 3 Throughput Phase Status and Plan:

· 1: Network Status and Plan: BNL campus LAN was upgraded into 10 Gbps on May/24/2005.  A new USATLAS Accessing switch is connected to BNL campus network via 2 x 1 gigaE Channel on May/25/2005.  BNL campus LAN was connected to PoP at ES-net with 2 x 1 gigaE Channel.  Our network connectivity (2.0Gbps full duplex) satisfies the 150 MB/second target data rate from CERN to BNL and the remaining BNL network activities).  There won’t be planned upgrade of BNL WAN connectivity to 10Gbps in 2005.

· 2: BNL FTS Installation Plan: 

· May 25~June 3: Install FTS (Xin Zhao) and its backend Oracle database (Grace Tsai). Completed by Xin and Grace. 

· June 13: Install FTS client software on BNL AFS area for local users and Tier 2 users (Xin).

· Best Effort, Evaluate LDPM (LCG Disk Pool Manager) whether it has the functionalities USATLAS needs.

· 3: USATLAS Tier 1 SRM/Storage Element Status and Plan: We use the existing BNL USATLAS production dCache system for service challenge.  Our existing dCache/SRM provides the SRM 1.1 interface that is required by SC3.  The total disk space is 50TB now. The dCache has one core server hosting SRM door, GridFtp door and dCap door. dCache’s external write pool nodes  have only two nodes with fast Ethernet connectivity.  Before SC3 starts, we will have approximate 170 TB disk space which stores ROME production data and other user analysis data. We will use a small fraction disk space for SC3.  We identified the following plan with considering the current ATLAS ROME production and meeting (June/06~June/11). 

· June11~June 15: After ROME workshop, Add eight dedicated write pools, each with 1GB memory, dual gigabit Ethernet and 3 x 160GB SCSI drivers. Four write pools should be XFS file system based to compare performance with our standard file system. (Zhenping: pool deployment, Jason is responsible for OS system and XFS file system configurations)

· May 25~June 11: Prepare the core dCache servers: host certificate, firewall conduit Requests. (Zhenping/Jason, Jason is responsible for keep track of certificate) 

· June 8: Start three days data transfer test to use FTS data transfer with the existing BNL dCache. Push data from CERN to BNL with CERN FTS and pull data from CERN to BNL with BNL FTS instance. (Xin)

· June 25: Provide ATLAS “agent” box for SC3 service phase. (Xin)

· June 13~June 22: Major upgrade on BNL USATLAS production dCache: add one dedicate SRM door, 2~4 GridFtp/dCap door and related PNFS database upgrade, eight dedicated write pools.  Add 230 nodes with 120TB disk into dCache system (General upgrade plan, not for SC3). (Zhenping/Xin)

· June 22~June 24: BNL USATLAS production dCache stability test and tuning. (Zhenping, Xin)

· June 24~June 30: Repeat FTS data transfer with the upgraded dCache system. (Xin)

· 4: USATLAS Tier 1 Tape Status and Plan: dCache will be used as the front end of BNL HPSS system. Partial of Data written in dCache will be staged into tape system.  USATLAS owns two tapes drives at this moment.

· June 17~June 24: Test data transfer from CERN disk to BNL tape systems with FTS. (Xin, with help from Zhenping if needed)

· July 15~July 29: Borrow six tape drives from RHIC experiments to accomplish 60MB/second data transfer from CERN to BNL tape system.  (to be discussed)

· 5: USATLAS Tier 2 Status and Plan: Both University of Chicago and Boston University confirmed their participation into SC3. We will use the existing ganglia system to monitor data traffic between Tier 2 and Tier 1. During the Tier 2 exercise we should try to exercise both the download (in principle of data for analysis) to the Tier 2's of a fraction, 50% to each of the data being received from CERN and the upload (in principle of simulate data generated at the Tier 2) from Tier 2's of a small data flow, a few files per hours: 

· July: University of Chicago will have dCache ready. Ideally UC needs to have dCache ready before July 18. Rob Gardner will confirm the exact date.  (Xin will be the main contact for understanding tier 2’s needs)

· July: Boston University will not have dCache ready until the late summer before SC3 service phase. It is probably too late for SC3 throughput phase.  Saul confirmed his participation into SC3 and he would provide Vanilla GridFtp server(s) for the throughput phase.  FTS developer confirmed that FTS supports GridFtp server.  (Xin will be the main contact point too).

· July 20: Tier 2 install FTS client software if AFS based clients do not scale. (Xin will provide help)

· 6: LFC Status and Plan:  ATLAS Experiments would test LFC with POOL catalog and use it during service phase. “ATLAS service will use the LFC as a file catalog at several sites (Gilbert Poulard)”.  We would deploy LFC right after SC3 planning meeting (June 13~June 15).  A dedicated file catalog host was allocated.  USATLAS tier2 site will share LFC server at BNL.

· July 15, LFC client and server will be up and running at BNL.  (Wensheng)
· July 15, LFC clients are going to be deployed at AFS directory and Tier 2 sites (UC and Boston University). (Wensheng). 

Data Transfer Plan: 

CERN will push data using its own FTS to BNL dcache, into dcache directory of /pnfs/usatlas.bnl.gov/data/sc3/, which corresponds to a separate pnfs database;

The data going into sc3 dcache dir will not be migrated into HPSS, but will be "dccp -P"'ed into the read pool and the state of those files will be changed from “precious” to caches, making them look like already staged into HPSS, so that they can be removed to release space taken in the dCache write pools. 

The data going into read pools will be periodically checked, if a file is already purged but still has a record in pnfs, that the file record will be removed from dCache via system administration tool, so that there will be no problems for tier2's of transferring a non-cache files from BNL to tier2s later. We will have a script to transfer data from Tier 1 dCache read pool to Tier2, this script will check available data files at dCache. 

Plan for July 09~ July 15. 

Item Lists: 

Xin 

Xin will upgrade the FTS server/clients installed at BNL to the newest software. This needs to be done no later than July 12. . 

Xin will evaluate DPM in one week at acas0015~acas0018.

Wensheng will install LFC at BNL and do some preliminary tests. Please work with Jason on firewall conduits. Please make sure that we need to finish this in a week.

The top priority: Xin should make sure that SC3 data will be transferred from CERN to BNL dCache 7/24 starting on Monday,  July 11, 2005.  I would strongly recommend that Xin need to understand how Jame Casey’s load generator works.  Xin will look after the load generator in CERN site.  If Xin has to do something else, Wensheng please make sure the sustained data transfer. Two of you need to constantly check the dCache and network monitoring. 

Zhenping will create two more directories (to be done as soon as possible): 

/pnfs/usatlas.bnl.gov/data/sc3-tape: the data transferred into this directory will be automatically backed up into Taps.  After the tape challenge starts, the data transferred into this directory will be backed up into HPSS.  If the data in this directory is more than a watermark, Xin should slow down the data transfer to prevent overflow either dCache and tape drive.  Xin is responsible to utilize this directory. You can use BNL FTS to pull data into this directory.

/pnfs/usatlas.bnl.gov/data/sc3-tier2: the data transferred into this directory will be migrated into dCache read pool for two Tier 2 centers.  Xin needs to figure out a simplest way to read data from this directory and push into GridFtp servers in Tier 2 sites.  Please try not to use dCache administration tools to kludge a solution.  Even if the data is listed in PNFS, but not in dCache pool, let FTS retry and fail.  

Plus the existing /pnfs/usatlas.bnl.gov/data/sc3: data transferred into this directory will not be backed up into tapes and read pools. It will be flushed out by new data.

