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Summary

A DOE MICS/SciDac funded project, TeraPaths, along with its managed network resources, has given rise to data-on-demand capability from the scientific apparatus and data repositories to computing centers used for data analysis.  In particular, this project deployed and prototyped the use of differentiated networking services based on a range of new transfer protocols in support of global data movement.  The managed network capability being enabled by this project will be integrated, and scheduled as part of Grid computing systems, along with the managed CPU and storage resources, to enhance the overall performance and efficiency of DOE computing facilities.  We demonstrated TeraPaths’ effectiveness in data transfer activities in Brookhaven National Lab. 

Project Objectivities

The primary goal of this project is to investigate the use of advance network technologies, such as Local Area Network (LAN) Quality of Service (QoS) and Multiprotocol Label Switching (MPLS), in high energy physics data intensive distributed computing environment.  A number of corollary objectives will also be achieved.

1) Expertise in MPLS based QoS technology will be developed which will be important to ATLAS (one of four experiments at Large Hadron Collider) and the high-energy physics community more generally.

2) At Brookhaven National Laboratory the ability to dedicate an equitable fraction of the available network bandwidth via MPLS/LAN QoS to ATLAS Tier 1 data movement will assure adequate throughput and limit its disruptive impact on BNL’s heavy ion physics experiment funded by DOE nuclear physics program and other more general laboratory network needs.

3) The project will enhance technical contact between the ATLAS Tier 1 at BNL and its network partners including the Tier 0 center at CERN (EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH), ATLAS Tier 2’s and other members of the Open Science Grid community of which it is a part.

Project Accomplishments

TeraPaths project is enabling data transfers with guarantees of speed and reliability that are crucial to applications with deadlines, expectations and critical decision-making requirements.  Brookhaven National Lab needs to do RHIC (Relativistic Heavy Ion Collider) production data transfers and LHC (Large Hardon Collider) Monte Carlo challenges between BNL and the remote collaborators.  The aggregate of their peak network requirements is beyond BNL capacity.  Our project can modulate LHC data transfers to opportunistically utilize available bandwidth, ensuring that the RHIC production data transfer is not impacted. 

During RHIC 2005, about 270 Tera-byte of data (3.5 billion proton-proton events) were directly moved from the on-line system to Japan over a period of 11 weeks.  All raw event data can be delivered to collaborations a few hours after their generation, regardless of the collaborators' physical distances to BNL, local at BNL or oversea, providing equal opportunities for all participants.  

In FY 2005, we acquired capability to configure network equipment to dedicate fractions of available bandwidth via QoS for various BNL data movement/replications and limit their disruptive impact upon each other.  We implemented non-intrusive QoS mechanisms to enhance overall network performance and verified their effectiveness via experiments.

Software development proceeded smoothly.  The software could automate the QoS configuration in network paths and negotiate network bandwidth with the remote network resource manger on behalf of end users.  Our system architecture could be easily integrated with other network management tools to provide a complete end-to-end QoS. 

We have been closely collaborating with other MICS/SciDAC funded network projects to leverage software development and integrate our system with theirs to provide end users managed network services.

The Impact to Specific DOE Science Application:

Our project is a central component of a responsive, managed infrastructure for eScience. Such an infrastructure can ensure that physics event data can be delivered to collaborators a few hours after its generation, regardless of the collaborators' physical distances to data source, local or oversea, providing equal opportunities for all participants.

Future Work

Our future work will concentrate on strategically scheduling network resource to shorten the transfer time for mission critical data relocation, thus reducing the error rates which are proportional to the transfer time.  We will thereby enhance the effectiveness of network utilization. We will manage network resources which typically span many administrative domains, a unique characteristic compared with CPU and storage resource.  The overall goal remains providing a robust, effective infrastructure for High Energy and Nuclear Physics.
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