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Preface

This High Performance Storage System (HPSS) Programmer’s Reference Guide, Volume 2 - Release
4.1.1, documents core server function calls which are provided by HPSS. It is designed for systems
programmers.

HPSS provides an open interface with application programming interfaces to each HPSS server. Volume
2 documents these function calls interfaces to the core HPSS servers. While it is envisioned that most
users will access HPSS through the client API, standard FTP, parallel FTP, NFS, DFS, MPI-10 or the
Parallel I/0 File System Import / Export interfaces, well defined programming interfaces are also defined
to each HPSS server. It should be noted that programming to the individual server level is a more complex
programming model which requires a greater understanding of the HPSS servers.

It is beyond the scope of this document to provide detailed information on programming at the individual
server level. The API specifications and related data structures are documented for the core HPSS
servers. However, it should be realized that programming at the inter-server level will require more of a
working knowledge of HPSS internals than the Client APIs documented in Volume 1. In addition, internal
infrastructure APIs (e.g. logging, metadata manager, DCE services, communications), and APIs for those
servers which are unlikely candidates for application programming (e.g. Storage System Manager,
Migration Purge Server) are not included in this document.

The objective of this document is to meet the following general goals:

. Define any known limitations of the APIs

. Define the HPSS server application programming interfaces (APIs).
. Define the data definitions referenced by the APIs

Refer to the HPSS Programmer’s Reference Volume 1 for programming interfaces provided to the end
user. Refer to the HPSS User’s Guide for command interfaces provided to end users.

Refer to the HPSS User’s Guide for a description of the following command line interfaces: standard FTP,
parallel FTP, NFS, DFS, IBM SP Parallel I/0O File System Import / Export, and user utilities.

Refer to the HPSS Error Messages Manual for a list of all HPSS error and advisory messages which are
output by the HPSS software. For each message, the following information is provided: message
identifier and text, source file name(s) which generated the message, problem description, system action,
and administrator action.

Refer to the HPSS Administration Guide for a description of the interfaces provided to HPSS
administrators.

This HPSS Programmer’s Reference Guide, Volume 2 is structured as follows:
Chapter 1: Overview This chapter provides an overview of each core
server programming interface, constraints, and

required libraries.

Chapter 2: Name Server Functions This chapter defines the Name Server API
specifications and associated data definitions..
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Chapter 3: Bitfile Server Functions

Chapter 4: Storage Server Functions

Chapter 5: Mover Functions

Chapter 6: Physical Volume Library Functions

Chapter 7: Physical Volume Repository Functions

Chapter 8: Storage System Manager Functions

Chapter 9: Location Server Functions

Appendix A: Acronyms

Appendix B: References

Typographic and Keying Conventions

This chapter defines the Name Server API
specifications and associated data definitions..

This chapter defines the Name Server API
specifications and associated data definitions..

This chapter defines the Mover API
specifications and associated data definitions..

This chapter defines the Physical Volume
Library API specifications and associated data
definitions..

This chapter defines the Physical Volume
Repository specifications and associated data
definitions..

This chapter defines the System Manager API
specifications and associated data definitions.

This chapter defines the Location Server API
specifications and associated data definitions.

This appendix provides a list of acronyms used
document.

This appendix lists documents cited in the text
as other reference material.

This document uses the following typographic conventions:

Bold Bold words or characters represent system elements that you must use literally, such as

functions, commands or keywords.

Italic Italic words or characters represent variable values to be supplied.

[] Brackets enclose optional items in syntax and format descriptions.

{} Braces enclose a list of items to select in syntax and format descriptions.
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Chapter 1: Overview

1. Overview

The High Performance Storage System (HPSS) provides scalable parallel storage systems for highly
parallel computers as well as traditional supercomputers and workstation clusters. Concentrating on
meeting the high end of storage system and data management requirements, HPSS is scalable and is
designed for large storage capacities, and to use network-connected storage devices to transfer data at
rates up to multiple gigabytes per second. Listed below is a description of the core HPSS servers.

1.1. Name Server

1.1.1. Purpose

The purpose of the Name Server is to map a name to an HPSS object. Names are generally human
readable ASCII strings of 255 characters or less. Objects are files, directories, junctions, filesets, or links
(symbolic links and hard links). In addition to mapping names to objects, the Name Server provides

access verification to objects. The implementation defined in this design document provides a POSIX
view of the name space which is a hierarchical structure consisting of directories, files, junctions and links.

1.1.2. Components

The Name Server uses a layered approach to inter-routine relationships. The software is layered as
defined below:

. Remote Interface Routines (RIR)

. Local Interface Routines (LIR)

. Database Interface Routines (DIR)
. System Interface Routines (SIR)

The RIR layer handles transaction processing, security functions and translates remotely invoked
functions to the appropriate local interface routine. This layer is also responsible for parsing path names

and implementing the "." and ".." directories. The LIR handle the requested function and make use of the
DIR layer to retrieve and store directory object metadata. The DIR layer makes use of Transarc’s Encina
Structured File System.

1.1.3. Constraints
The following constraints are being imposed upon HPSS as a result of this subsystem design:

. Hard links are only supported for files.

1.1.4. Libraries

Applications calling the Name Server function calls must link with the following libraries:

libmetadata.a
libhpsscs.a
libhpsscomm.a
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libhpsslog.a
libgss.a
libhsec.a
libhandles.a
libEncina.a
libEncClient.a
libEncSfs.a
libdce.a
libpthreads.a

1.2. Bitfile Server

1.2.1. Purpose

The Bitfile Server provides the abstraction of logical bitfiles to its clients. A logical bitfile is a bit string that
is unconstrained in size and structure. A bitfile is identified by a Bitfile Server generated name called a
bitfile ID. Mapping of a human readable name to the bitfile ID must be provided by a Name Server
external to the Bitfile Server. Clients may reference portions of a bitfile by specifying the bitfile ID and a
starting address and length. The writes and reads to a bitfile are random and the writes may leave "holes
where no data has been written. The Bitfile Server supports the parallel read and write of data to bitfiles.
In conjunction with Storage Servers, the Bitfile Server maps logical portions of bitfiles onto physical
storage devices.

The Bitfile Server provides commands to allow the migration, purging, and staging of data in a storage
hierarchy.

1.2.2. Bitfile Server Components
The Bitfile Server consists of these major parts:
* Initialization

e Client APIs

» Storage System Management APIs.

Initialization starts up the Bitfile Server, makes connections needed to other servers, and sets up internal
tables.

Client APIs are essentially the user interface to the Bitfile Server. They allow bitfiles to be created, stored,
read, and allow bitfile attributes to be read and set.

Various APIs are used by both clients and SSM.

1.2.3. Constraints
The following constraints are being imposed upon HPSS as a result of this subsystem design:

. All transfer requests are for single bitfiles only. The multiple bitfiles allowed by the IOD will not be
supported.
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. Files that are highly fragmented will cause system performance to be degraded.

. The bitfile must be open to do reads, writes, migrates, stages, purges, and various options of get
and set attributes.

. A reverse map field of all binary zeros is considered to be a null reverse map.

1.2.4. Libraries

Applications calling the Bitfile Server function calls must link with the following libraries:

libmetadata.a
libhpsscs.a
libhpsscomm.a
libhpsslog.a
libhpssgss.a
libhsec.a
libhandles.a
libtraniod.a
libEncina.a
libEncClient.a
libEncSfs.a
libdce.a
libpthreads.a

1.3. Storage Server

1.3.1. Purpose

The Storage Server provides a hierarchy of storage objects: storage segments, virtual volumes and
physical volumes. The server translates references to storage segments into references to virtual
volumes, and finally into physical volume references. It also schedules the mounting and dismounting of
removable media. Clients of the Storage Server will be the HPSS Bitfile Server at the segment interface
and the HPSS Storage System Manager at the virtual and physical volume interface.

1.3.2. Components

The Storage Server consists of these major parts:

. storage segment service
. virtual volume service
. physical volume service

The storage segment service is the conventional method for obtaining and accessing HPSS storage
resources. The server maps an abstract storage space, the storage segment, onto a virtual volume,
resolving segment addresses as required. The client is presented with a storage address space, with
addresses from 0 to N-1, where N is the byte length of the segment. Segments can be opened, created,
read, written, closed and deleted. Characteristics and information about segments can be retrieved and
changed.
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The virtual volume service is the method provided by the Storage Server to group physical storage
volumes. The server maps the virtual volume address space onto the component physical volumes in a
fashion appropriate to the grouping. The client is presented with a virtual volume that can be addressed
from 0 to N-1, where N is the byte length of the virtual volume. Virtual volumes can be mounted, created,
read, written, unmounted and deleted. Characteristics of the volume can be retrieved and in some cases,
changed.

The physical volume service is the method provided by the Storage Server to access the physical storage
volumes in HPSS. Physical volumes can be mounted, created, read, written, unmounted and deleted.
Characteristics of the volume can be retrieved and in some cases, changed.

All three layers of the Storage Server can be accessed by appropriately privileged clients.

1.3.3. Constraints

The following constraints are being imposed upon HPSS as a result of this subsystem design:
* A storage segment cannot span virtual volumes.

* A physical volume cannot span multiple virtual volumes.

« Intermediate IORs for I/O requests will not be generated or provided by the Storage Server. 1/0
functions (read and write) are synchronous (e.g. They do not reply until the 1/O is complete; however,
it is possible for the client to issue parallel I/O requests to the server).

1.3.4. Libraries

Applications calling the Storage Server function calls must link with the following libraries:

libmetadata.a
libhpsscs.a
libhpsscomm.a
libhpsslog.a
libhpssgss.a
libhsec.a
libhandles.a
libtraniod.a
libgssmvr.a
libpdata.a
libpvl.a
libEncina.a
libEncClient.a
libEncSfs.a
libdce.a
libpthreads.a

1.4. Mover

1.4.1. Purpose
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The purpose of the Mover is to transfer data from a source device to a sink device. A device can be a
standard I/O device with geometry (e.g., tape, disk, optical disk), or a device without geometry (e.g.,
network, memory). The Mover will retry requests and attempt to optimize requests, but will not take any
action that is outside the scope of what is requested by the Mover’s clients.
Additional support is provided for:

Disk devices.

Third party IPI-3 data transfers.

Sending intermediate responses with listen port addressing information.

Using a Mover to Mover data transfer control protocol.

1.4.2. Components

The Mover consists of these major parts:

e Mover Parent Task

* Mover Listen Task / Request Processing Task

» Data Movement

« Device Control

e System Management

The Mover Parent Task performs some of the Mover initialization functions, and spawns processes to
handle the Mover's DCE communications as well as the Mover's functional interface (which does not use
DCE pthreads).

The Mover Listen Task listens on a well known TCP port for incoming connections to the Mover, spawns
request processing tasks (forks processes in Releases 1 and 2), and monitors for completion of those
tasks. The Request Processing Task performs initialization and return functions common to all Mover
requests.

Data Movement supports client requests to transfer data to or from HPSS, and includes the mvr_Read
and mvr_Write interfaces. The ability to abort an outstanding data movement request is provided via the
mvr_Abort interface.

Device Control supports querying the current device read/write position (for use in a later search
operation), changing the current device read/write position and performing device specific operations, and
includes the mvr_DeviceGetAttrs_10D, mvr_DeviceSetAttrs_10D and mvr_DevSpec interfaces.
System Management supports querying and altering device characteristics and overall Mover state, and
includes the mvr_MVRGetAttrs, mvr_MVRSetAttrs, mvr_DeviceGetAttrs, mvr_DeviceSetAttrs,

mvr_ServerGetAttrs and mvr_ServerSetAttrs interfaces. Also supported is adding new devices and
removing existing devices via the mvr_CreateDevice and mvr_DeleteDevice interfaces.

1.4.3. Constraints

The following constraints are being imposed upon HPSS as a result of this subsystem design:
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. Due to conflicts between DCE and asynchronous I/O (in particular using DCE results in the
possibility of lost signals), the Mover data transfer and device positioning code will not use either
DCE RPC or DCE pthreads. Instead, the Mover will use the DCE marshalling routines and transfer
requests and replies over TCP streams.

. A process that utilizes DCE RPC and Pthreads will be spawned at Mover initialization to handle non
I/O requests (e.g., Mover state requests). Note that this requires that all machines running an HPSS
Mover also run DCE and Encina.

1.4.4. Libraries

Applications calling the Mover function calls must link with the following libraries:

libmetadata.a
libhpsscs.a
libhpsscomm.a
libhpsslog.a
libhpssgss.a
libhsec.a
libhandles.a
libEncina.a
libEncClient.a
libEncSfs.a
libdce.a
libpthreads.a

1.5. Physical Volume Library

1.5.1. Purpose

The PVL manages all HPSS physical volumes. Clients can ask the PVL to mount and dismount sets of
physical volumes. Clients can also query the status and characteristics of physical volumes. The PVL
maintains a mapping of physical volume to cartridge and a mapping of cartridge to PVR. The PVL also
controls all allocation of drives. When the PVL accepts client requests for volume mounts, the PVL
allocates resources to satisfy the request. When all resources are available, the PVL issues commands
to the PVR(s) to mount cartridges in drives. The client is notified when the mount has completed.

1.5.2. Components

The PVL consists of these major parts:

. Volume mount service

. Storage system management service

The volume mount service is provided to clients like a Storage Server. Multiple volumes may be specified
as part of a single request. All of the volumes will be mounted before the request is satisfied. All volume
mount requests from all clients are handled by the PVL. This allows the PVL to prevent multiple clients
from deadlocking when trying to mount intersecting sets of volumes. The standard mount interface is
asynchronous. A notification is provided to the client when the entire set of volumes has been mounted.
A synchronous mount interface is also provided. The synchronous interface can only be used to mount a
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single volume, not sets of volumes. The synchronous interface might be used by a non-HPSS process to
mount cartridges which are in a tape library, but not part of the HPSS system.

The storage system management service is provided to allow a management client control over HPSS
tape repositories. Interfaces are provided to import, export, and move volumes. When volumes are
imported into HPSS, the PVL is responsible for writing a label to the volume. This label can be used to
confirm the identity of the volume every time it is mounted. Management interfaces are also provided to
query and set the status of all hardware managed by the PVL (volumes, drives, and repositories).

1.5.3. Constraints
The following constraints are being imposed upon HPSS as a result of this subsystem design:

. No attempt is made to optimize volume mounts. They are satisfied on a first come, first served
basis. If a volume is mounted before it is requested by the PVL it may be used out of the normal
order unless the PVL determines that such use might result in a deadlock.

. Volume names are derived from the cartridge name and the side of the cartridge. Cartridge names
must be unique across an entire HPSS installation.

1.5.4. Libraries

Applications calling the Physical Volume Library function calls must link with the following libraries:

libpvl.a
libmetadata.a
libhpsscs.a
libhpsscomm.a
libhpsslog.a
libhpssgssmvr.a
libhsec.a
libhandles.a
libEncina.a
libEncClient.a
libEncSfs.a
libdce.a
libpthreads.a

1.6.  Physical Volume Repository

1.6.1. Purpose
The PVR manages all HPSS cartridges. Clients can ask the PVR to mount and dismount cartridges.

Every cartridge in HPSS must be managed by exactly one PVR. Clients can also query the status and
characteristics of cartridges.

1.6.2. Components

The PVR consists of these major parts:
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e Generic PVR service

*  Ampex robot service

e STKrobot service

e 3494/ 3495 robot service

e Operator mounted device service

The generic PVR service provides a common set of APIs to the client regardless of the type of mount
device being managed. Functions to mount, dismount, inject, and eject cartridges are provided.
Additional functions to query and set cartridge metadata are provided. The mount function is
asynchronous. The PVR calls a well-known APl in the client when the mount has completed. For certain
devices, like operator mounted repositories, the PVR will not know when the mount has completed. In this
case, it is up to the client to determine when the mount has completed. The client may poll the devices or
use some other method. When the client determines a mount has completed, the client should notify the
PVR using one of the PVR’s APIs. All other PVR functions are synchronous. The generic PVR maintains
metadata for each cartridge managed by the PVR.

The Ampex robot service manages the Ampex DST 800 robotic device. This device mounts, dismounts,
and manages D2 cartridges for a set of Ampex D2 drives. The Ampex robot service maintains additional
metadata about each cartridge it manages.

The STK robot service manages the STK Silo robotic device. This device mounts, dismounts, and
manages 3480 / 3490 cartridges for a set of 3480 / 3490 drives. The STK robot service maintains
additional metadata about each cartridge it manages.

The 3494 / 3495 robot service manages the two IBM tape robots. These robots manage 3480 form factor
cartridges. The cartridges may be for 3480, 3490, or 3590 type drives. The robots, while physically very
different, are managed through virtually identical interfaces.

The operator mounted device service manages a set of cartridges that are not under the control of a
robotic device. These cartridges are mounted to a set of drives by operators. The Storage System
Manager is used to inform the operators when mount operations are required.

1.6.3. Constraints
The following constraints are being imposed upon HPSS as a result of this subsystem design:

. It is expected that the PVR's clients will be able to determine when cartridges are mounted. This
should be done with polling or some asynchronous natification. The client should also be able to
accept asynchronous notifications from the PVR for those times when the PVR is able to determine
that a cartridge is mounted.

1.6.4. Libraries

Applications calling the Physical Volume Repository function calls must link with the following libraries:

libpvr.a
libmetadata.a
libhpsscs.a
libhpsscomm.a
libhpsslog.a
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libhpssgss.a
libhsec.a
libhandles.a
libEncina.a
libEncClient.a
libEncSfs.a
libdce.a
libpthreads.a

1.7. System Manager

1.7.1. Purpose

The SSM System Manager is the contact point between clients, such as the SSM Data Server (which is
the graphical interface to the human operator or system administrator), and the other HPSS subsystems
Interfaces are provided to support external clients, in addition to the Data Server. The term Data Server
will be used to refer to the HPSS provided Data Server or other external clients of the System Manager.
All Data Server requests to other HPSS servers and all Data Server Encina accesses are made on the
client’s behalf by the System Manager. Operations provided by the System Manager to the Data Server
include configuration of Encina files, starting and shutting down servers, importing and exporting media,
control of devices and jobs, viewing and updating managed objects, and delogging.

All alarms, events, status messages, and notifications issued to SSM by other subsystems are received by
the System Manager and forwarded to the Data Server as appropriate, using the Data Server
client_Notify API.

The System Manager also uses the client_Notify API to notify the Data Server of changes in SSM data or
state, such as a change in the SSM Server List or a warning that the System Manager is shutting down.

1.7.2. Components

The System Manager consists of these major parts:
* Initialization

e System Manager Client Support

«  Configuration

e Administrative Operations

* Managed Object Attribute Operations

e Device Management

« Job Management

« Delogging

» Storage and Media Operations
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e Accounting
e Alarm, Event, and Status Message Processing

Initialization starts up the Bitfile Server, makes connections needed to other servers, and sets up internal
tables.

Initialization

At startup, the System Manager reads the HPSS Server Configuration File and builds a copy of it in
SSM_SM_server_config. From this copy, it builds the Server List SSM_SM_servers and initializes the
Server Network Connection Table SSM_SM_server_net. The Server List includes information needed by
the System Manager and the Data Server such as the descriptive name, uuid, server type, and execution
status of each server. The Server Network Connection Table includes information needed by the System
Manager to connect to each server, including interface specifications, binding handles, and connection
handles. At this point in startup, only the interface specification is defined; binding handles are deferred.

The System Manager next reads the necessary configuration files to build the other lists it shares with its
clients. It reads the Mover Device Configuration File and the PVL Drive Configuration File and builds from
the combined information from both files the Drive List, SSM_SM_drives, which contains information
needed by the System Manager and the Data Server such as the device and drive name and the
associated PVL, PVR, and Mover for each drive.

It reads the Class of Service Configuration File, the Storage Class Configuration File, the Hierarchy
Configuration File, the Migration Policy Configuration File, and the Purge Policy Configuration File and
constructs the Class of Service List, The Storage Class List, the Hierarchy List, the Migration Policy List,
and the Purge Policy List, which are needed by the Data Server for building selection lists and for
managing the storage class window.

Next the System Manager spawns the Server List monitor thread. In most cases, the function which
changes a list will enqueue a notification to the Data Server about the change, so every single change to
the list will result in a notification to the Data Server. In the case of the Server List, which changes very
frequently, a monitor thread is created which checks the list periodically and forwards it to the Data Server
if it has changed, so several changes might be made to the list before a copy is forwarded to the Data
Server.

Next the System Manager spawns a separate thread for each server to monitor that server’s execution
and connection status.

Finally, the System Manager registers its interfaces and enters a trdce_ServerListen.

System Manager Client Support

Data Servers make contact with the System Manager with ssm_Checkln, using the input ClientID
SSM_NEW_CLIENT to indicate an initial check-in. The System Manager returns a unique output Client/D
and then sends the new client a copy of each of the shared lists in separate notifications.

The client may check-in again with the System Manager at any time using the ClientID it was assigned at
its initial check-in. This should always be done when the client has temporarily lost and then regained
network connectivity to the System Manager, first in order to get a current copy of all the shared lists, and
second to make certain the System Manager still recognizes the client. If the System Manager crashed
and restarted, for instance, it will not know about the client and will return a failure on the subsequent
check-in; the client should then repeat its initial check-in using SSM_NEW _CLIENT as its InClientD.

Clients discontinue contact with the System Manager by calling ssm_CheckOut. If the System Manager
loses contact with a Data Server for more than SSM_SM_CLIENT_MAX_FAILTIME seconds, it will
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automatically check him out.

Whenever the System Manager receives notifications of alarms, events, status messages, changes in
managed object attributes, tape mount requests or tape check-in requests, it forwards these to the
appropriate clients using the client_Notify APl. Whenever one of the shared lists changes, the System
Manager informs each Data Server by calling client_Notify with an SSM_LIST_N type notification
containing the appropriate updated list.

Notifications are queued to avoid flooding the Data Server, which results in losing contact with it. There
are five notification queues:

SSM_SM notify_q_data managed object attribute changes.
SSM_SM_notify_q_list list changes and informational notifications.
SSM_SM_notify_q_log alarms, events, status messages.
SM_SM_notify_q_tape tape mount notifications.
SSM_SM_notify_q_tape_checkin tape check-in notifications.

Since there is only one kind of informational notification and it is only used as the System Manager is
shutting down, it was combined with the list queue.

Incoming notifications are throttled in order to keep the System Manager memory usage from growing too

fast. When the queue reaches a certain limit, the notification function waits till it shrinks before adding the
new item to the queue.

Configuration

HPSS servers store permanent data about server, device, media, and policy configuration in Encina
configuration files. With the following APIs a Data Server may request the System Manager to read and
update HPSS configuration files:
ssm_ConfigAdd Adds one entry to a file.
ssm_ConfigDelete Deletes one entry from a file.
ssm_ConfigGetDefaultReturns a default configuration file entry of the type requested.
The Data Server calls ssm_ConfigGetDefault to obtain default
data as a starting point whenever the user asks to add a new
entry to a file.
ssm_ConfigRead Reads the specified entry from Encina and returns it.
ssm_ConfigUpdate Modifies one entry in a file.
SSM does not have permission to write to all configuration files.
Some subsystems require notification whenever their configuration files change in the form of an
ST_REINIT to their server managed object Administrative State. Some subsystems require that SSM not
change their configuration at all while they are executing. The configuration APIs take the appropriate

action for each server.

Administrative Operations

Administrative operations are provided to the Data Server by the ssm_Adm function and include:

Starting one or all servers
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Reinitializing one or all servers
Shutting down one or all servers
Forcing a halt of one or all servers
Setting a server’s state to REPAIRED
Forcing connection to a server
Shutting down HPSS

To an extent, many of these are functions of setting the Administrative State attribute on the server
managed object. Changes to managed objects are normally handled by ssm_AttrSet. However, the
System Manager requires that changes to a server's Administrative State be made through the ssm_Adm
function in order to make it easier to do any special processing required for the change. For example,
halting a server involves first setting his Administrative State to ST_HALT, but most servers never return
from such a request, as they shut down immediately. The System Manager must then ask the startup
demon whether the server is still running, and ask him to kill the server if he is .

The Repair function is provided to enable the human operator to inform the server that some error
condition previously reported by the server has been corrected. The subsequent action taken by the
server is up to that server, but in general the server is expected to reexamine the area of error and clear
its associated error flags accordingly.

The "Connect to server" function is provided to allow the operator to ask the System Manager to attempt
connection immediately to the specified server. The System Manager will automatically check
connections at a specified interval.

Managed Object Attribute Operations

While they are executing, HPSS servers store current and volatile data about server, device, and media
configuration in data structures called managed objects. In some cases, the same data structure is used
to define both the managed object and the corresponding Encina configuration file entry; in other cases
the attributes defined for the managed object overlap those defined for the configuration file; in still other
cases there is no corresponding managed object for a configuration file. In general, the most current
information about an entity is to be found by asking the server about its managed object rather than by
reading the configuration file.

Managed object attributes may be viewed by a Data Server with ssm_AttrGet and modified by
ssm_AttrSet. The ssm_AttrReg function allows a Data Server to register to receive notifications of
changes in specified attributes of a managed object.

In practice, a GUI Data Server uses ssm_AttrReg whenever a user opens a managed object window, so
that he can keep the window refreshed with the latest information from the server. A Data Server also
uses ssm_AttrReg to register for the OpState on servers, drives, and the generic volumes, so he can
monitor the status of the system. A GUI Data Server may use ssm_AttrGet to poll certain servers for
statistics, and ssm_AttrSet when users modify writeable fields on managed object windows.

The System Manager maintains a table of the attributes for which each Data Server is registered,
SSM_SM _registered_mo. When it receives a data change notification from a server, it searches this table
and notifies the clients who are registered to receive that notification using the client_Notify API.

The APIs with which servers notify the System Manager of managed object attribute changes are:

API: Server: Managed Object:
ssm_BitfileNotify BFS bitfile
ssm_LogFileNotify Log Daemon logfile
ssm_SFSNotify Metadata Monitor SFS
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ssm_MPSNotify MPS mps
ssm_MPS_SClassNotify MPS storage class
ssm_DeviceNotify Mover device
ssm_MVRNotify Mover mover
ssm_NFS2_StatsNotify NFS Daemon nfs statistics
ssm_NSNotify Name Server name server
ssm_DriveNotify PVL drive
ssm_PVLNotify PVL pvl
ssm_QueueNotify PVL queue
ssm_RequestNotify PVL request
ssm_VolNotify PVL volume
ssm_CartNotify PVR cartridge
ssm_PVRNotify PVR pvr
ssm_ServerNotify All server
ssm_MapNotify Storage Server storage map
ssm_PVNotify Storage Server physical volume
ssm_SSNotify Storage Server storage segment
ssm_SsrvNotify Storage Server storage server
ssm_VVNotify Storage Server virtual volume

Device Management

Device Management operations include viewing device information, varying drives online and offline,
forcing drive dismounts, and relaying mount request information.

Viewing device information is accomplished by calling the ssm_AttrGet or ssm_AttrReg function for both
the Mover device managed object and the PVL drive managed object.

Varying drives online and offline is accomplished by setting the Administrative State of the PVL drive
managed object to ST_UNLOCKED or ST_LOCKED, respectively, and so is accomplished by calling
ssm_AttrSet.

The ssm_DriveDismount function enables the operator to force a dismount of a drive in the event the
PVR does not automatically perform the dismount.

The PVR sends the System Manager notifications of mount requests and mount completions so that
mount requests for human-operated PVRs can be displayed and so that mount requests for robot-
operated PVRs which get stuck can be noticed. The System Manager receives these notifications with
ssm_MountNotify, and forwards them to all Data Servers using the client_Notify API. The PVR also
sends the System Manager tape check-in notifications to display a list of cartridges for the operator to
insert into the 1/O port. The System Manager receives these notifications with ssm_TapeCheckInNotify,
and forwards them to all Data Servers using the client_Notify API.

Job Management

Job management operations include displaying the job queue and canceling jobs.

Viewing the job queue is accomplished by calling ssm_AttrGet or ssm_AttrReg for the PVL queue
managed object.

Canceling jobs is performed by calling ssm_JobCancel.
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Delogging

The ssm_Delog function retrieves selected records of the HPSS alarm and event log and places the
output in a UNIX file. A GUI Data Server might open a window to display the file and allow the operator to
browse it. For this to work, the UNIX file must be accessible by both the System Manager, which
executes the delog program, and by Sammi, which opens the window to view the file.

Storage and Media Operations

The storage and media operations allow the operator to view attributes of cartridges and the storage data
structures built upon them and to define cartridges to the PVL and the Storage Server.

Viewing attributes of a cartridge is a function of getting the PVR cartridge managed object attributes and is
performed by calling ssm_AttrGet or ssm_AttrReg.

Defining cartridges to the PVL is performed with ssm_Cartlmport, and removing the cartridges from the
PVL is performed with ssm_CartExport. Cartridges may be moved from one PVR to another with
ssm_CartMove.

Defining cartridges to the Storage Server means defining the Storage Server resource management data
structures for the cartridges, which include physical volumes, virtual volumes, and storage segment maps.
It is accomplished by calling ssm_ResourceCreate. The structure definitions are removed from the
Storage Server with the ssm_ResourceDelete function. Volumes may be repacked with
ssm_ResourceRepack and reclaimed with ssm_ResourceReclaim. Repack and reclaim are
implemented very minimally from SSM in the current release; not all the options supplied by the
command-line programs are available from SSM.

Functions not implemented in the current release include deleting inactive storage maps, listing all

cartridges, labeling cartridges, auditing the PVR, dismounting physical volumes, and dismounting
cartridges.

Accounting

The ssm_AcctRun API starts an execution of the accounting program. The ssm_AcctChange API
changes the account id on a specified bitfile.

Alarm, Event, and Status Message Processing

The logger sends selected alarms, events, and status messages to the System Manager based on the
settings in the HPSS Log Policy File. The System Manager forwards all received alarms, events, and
status messages to all Data Servers using the client_Notify API.

The API with which the logger notifies the System Manager for all three types of message is
ssm_LogMsgNotify.

1.7.3. Constraints

The following constraints are being imposed upon HPSS as a result of this subsystem design:

. Data Server Clients, those programming to the APIs provided in the ssm_client_if interface, must
run under a principal which has control permission on the System Managers’s Security Object. Other

clients, those programming only to the notification APIs, do not require control permission.

Data Server Clients are expected to provide the System Manager a client_Notify API to receive
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asynchronous notifications. Clients who do not provide this api will be automatically checked out by the
System Manager.

1.7.4. Libraries

Applications calling the System Manager function calls must link with the following libraries:

libmetadata.a
libhpsscs.a
libhpsscomm.a
libhpsslog.a
libhpssgss.a
libhsec.a
libhandles.a
libEncina.a
libEncClient.a
libEncSfs.a
libdce.a
libpthreads.a

1.8. Location Server

1.8.1. Purpose

The purpose of the Location Server (LS) is to provide a service which allows various HPSS servers to
locate other HPSS servers both in the local site and at remote sites. The Location Server also provides
Class of Service (COS) selection to the HPSS Client API by maintaining local COS statistics obtained
from local Bitfile (BFS) servers.

1.8.2. Components

The Location Server consists of two major parts:
. Client cache library

. Server interface

The Client Cache Library (CCL) provides access for a client (such as the Client API) to the Location
Server's Client Interface through a client side cache. This allows a client to access Location Server
information while reducing network traffic. An additional benefit of the CCL is that it performs automatic
retries of client requests and randomly rebinds to replicated Location Servers as needed. Functions are
included which map between Server UUIDs and Locations, locate BFSs by using COS hints, locate the
local root Name Server and locate remote Location Servers by site. The CCL functions provided are
contained in a library that is totally separate from the Location Server code.

Th